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Preface

The methods included in Environmental Microbiology: Methods and Proto-
cols can be placed in the categories “Communities and Biofilms,” “Fermented
Milks,” “Recovery and Determination of Nucleic Acids,” and the review sec-
tion, containing chapters on the endophytic bacterium, Bacillus mojavensis,
the engineering of bacteria to enhance their ability to carry out bioremediation
of aromatic compounds, using the hemoglobin gene from a strain of Vitreoscilla
spp., and the use of chemical shift reagents and 23Na NMR to study sodium
gradients in microorganisms, all of which should be of interest  to investigators
in these fields.

The subjects treated within the different categories also cover a wide range,
with methods ranging from those for the study of marine organisms, through
those for the investigation of microorganisms occurring in ground waters,
including subsurface ground waters, to other types of environmental waters, to
as varied subjects as the biodiversity of yeasts found in northwest Argentina.

The range of topics described in the  Fermented Milks section is smaller, but
significant for investigators in areas concerned with milk as an item of foods
for infants, small children, and even adults.

The section on recovery and determination of nucleic acids and other com-
pounds affecting, and affected by, microorganisms also covers a considerable
range, as well as including methods for some of the enzymes produced by plant
pathogens and methods for obtaining microbial species tolerant of some
inhibitors, such as heavy metals. Thus, there is something for most investiga-
tors concerned with microorganisms in their native environments.

There is one aspect of Environmental Microbiology: Methods and Proto-
cols concerned with the special problem of microorganisms in the environ-
ment, that of the so-called “non-culturable” forms. This problem has been
solved, at least partially, by growing the organisms in a two-chambered system
in which the organisms of interest are grown in a central chamber, separated by
a semipermeable membrane from an outer compartment, in which a mixed
culture of an unidentified group of organisms is grown, and produces unidenti-
fied (as yet) growth factors for the organisms in the central chamber. This prob-
lem has existed for at least 50 years, for soil microbiologists and probably
others. The method is described in a recent issue of Science. Unfortunately, the
editors were unable to find an author willing, or able to take the time, to write
about this subject.



vi          Preface
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volume, by several people. We would especially like to thank Dr. Faustino
Siñeriz, Director of PROIMI and Head of Secretaría de Ciencia y Técnica
(CIUNT) for CONICET in Tucumán, for the use of the facilities of PROIMI
and authorship of some of the chapters in this volume, and encouragement of
us in the work. We also wish to thank Pharm. María Laura Tereschuk and Dr.
María Alejandra Martínez for their important efforts in checking and correct-
ing the writing, and Dr. Javier Ochoa for much technical assistance. Finally,
we would like to thank all of the authors who gave their time and expertise in
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1

Isolation and Molecular Characterization of Seawater
Bacteria

Juliana M. Benito, Gustavo A. Lovrich, Faustino Siñeriz,
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1. Introduction
A wide diversity of microorganisms, including bacteria, archaea, fungi, and

microalgae, are found in marine habitats. Although there has been much
progress in describing the diversity of marine bacteria and archaea, we still
know very little about the “role” of these microbes (1).

Jannasch and Jones (2) noted a discrepancy of several orders of magnitude
between the number of cells that can be seen in seawater samples by direct
observation and the number of colonies that grow on agar plates. Fundamen-
tally there are two explanations for this discrepancy: bacterial communities are
composed of known species that are capable of forming colonies on agar plates,
but do so with low efficiency (1); or bacterial communities are composed of
unknown species that do not grow on common microbiological media (3). The
recent application of molecular biological techniques to investigate the diver-
sity of marine bacterial communities has revealed 16S rDNA sequences of pre-
viously unsequenced and possibly uncultured new bacteria (4).

Connon and Giovannoni (5) obtained isolates of many novel microbial
strains, including members of previously uncultured groups that are believed
to be abundant in coastal seawater, using high-throughput culturing (HTC)
methods. These methods would enable a large number of extinction cultures to
be identified so that the efficacy of this approach could be assessed with a
larger sampling of isolates.
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Eilers et al. (6) suggested that future cultivation attempts could consider (1)
filtration (pore size, <1.2 mm) of the inoculum to remove large, highly active,
particle-associated bacteria, (2) dilution to favor dominant bacteria (7), and (3)
colony isolation in semiliquid (soft-agar) medium and subsequent subcultur-
ing in liquid medium for bacteria unable to grow at the air–water interface.

Characterization of the 16S rRNA gene is now well-established as a stan-
dard method for the identification of species, genera, and families of bacteria,
taking into account that rRNA genes are essential for the survival of all organ-
isms and are highly conserved in the bacterial and other kingdoms (8). The
relationship between 16S rRNA gene similarity and percent DNA–DNA
reassociation is a logarithmic function in which the sequence similarity within
a species (>70% relatedness) is expected to be more than 97% (9).

Sequence information has also become available on the 16S–23S intergenic
spacer region (ISR) and suggests that considerable variation can occur between
species in both the length and the sequence of this region. The facts that many
bacteria have multiple copies (alleles) per genome of the rDNA operon and
that the 16S–23S intergenic region may encode tRNAs depending on the bac-
terial species, raise the possibility that spacer heterogeneity in both length and
nucleotide sequence between strains, species, and genera may be used for iden-
tification and typing purposes (10).

The aim of this chapter is to provide new protocols for isolation of marine
bacteria and the subsequent molecular differentiation and characterization of
the isolated strains.

2. Materials
2.1. Sampling

Seawater collected in a sterile disposable plastic vessel.

2.2. Culture Media

1. Marine R2A agar medium (in 75% seawater): 0.5 g/L yeast extract; 0.5 g/L Pro-
teose Peptone (Difco); 0.5 g/L casamino acids; 0.5 g/L dextrose; 0.5 g/L soluble
starch; 0.3 g/L sodium pyruvate; 15 g/L agar (11) (see Note 1).

2.3. DNA Isolation, Purification, and Visualization

1. Lysis buffer: 20 mM EDTA, 400 mM NaCl, 750 mM sucrose, 50 mM Tris-HCl,
pH 9.0, and 2 mg/mL lysozyme (see Note 2).

2. 10 mg/mL Proteinase K in distilled water.
3. 20% SDS (w/v).
4. 3 M Sodium acetate pH 4.8.
5. Phenol-chloroform-isoamyl alcohol (25:24:1) (12).
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6. Chloroform-isoamyl alcohol 24:1 (v/v).
7. Isopropanol and 70% ethanol.
8. RNAase A solution (stock 10 mg/mL) in distilled water (12).
9. 1X TAE buffer: 0.04 M Tris-acetate, 0.001 M EDTA, pH 8.0 (12).

10. 0.8% Agarose in 1X TAE buffer.
11. Ethidium bromide staining solution: 1 mg/mL in 1X TAE buffer (12).
12. Molecular weight markers: K562 High Molecular Weight (Promega).
13. Loading buffer (Gibco BRL).

2.4. PCR Amplifications and Purification of PCR Products

1. Primers (final concentration 0.5 mM). For the eubacterial domain, 16S rDNA
27F, 5'-AGAGTTTGATCMTGGCTCAG-3'; 1492R, 5'-GGTTACCTTGTTAC
GACTT-3' (13) (see Note 3). For ISR amplification, ISR-1494 (5'GTCGTA
ACAAGGTAGCCGTA 3') and ISR-35 (5’CAAGGCATCCACCGT 3') (14) (see
Note 4).

2. Taq polymerase and 10X STR buffer (Promega).
3. Thermal cycler (e.g., Gene Amp PCR System 9700, Applied Biosystems, CA).
4. TAE buffer (1X): 0.04 M Tris-acetate, 0.001 M EDTA, pH 8.0 (12).
5. 1% and 2% agarose gel in 1X TAE buffer.
6. Ethidium bromide staining solution in 1X TAE buffer (12).
7. Molecular weight markers: 1 kb and 100 bp DNA Ladders (Promega).
8. Loading buffer (Promega).
9. Sterile-distilled water.

2.5. Sequence Analysis

1. Wizard PCR Preps DNA Purification System (Promega).
2. BLAST tools at http://www.ncbi.nlm.nih.gov.

3. Methods
3.1. Strain Isolation

1. Collect the seawater samples from different locations in sterile containers and
transport to the laboratory as soon as possible. Store at 4 C until processing (see
Note 5).

2. Spread subsamples (100 mL each) onto 10 marine R2A agar plates. Incubate at 4–
5 C in the dark (see Note 6).

3. Examine the plates periodically and streak the colonies onto R2A plates after
approx 7 d, over the course of 1 mo (see Note 7).

3.2. DNA Isolation, Purification and Visualization (see Note 8)

1. Transfer 2 mL of an overnight culture to a microcentrifuge tube and centrifuge at
10,000g for 2 min. Discard the supernatant (see Note 1).

2. Resuspend the pellet in 2 mL of lysis buffer.
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3. Vortex 1 min and incubate at 37 C for 30 min.
4. Add SDS (final concentration 1% wt/vol) and proteinase K (final concentration

100 mg/mL)
5. Vortex 10 s and incubate at 55 C for 2 h.
6. Add an equal volume of phenol-chloroform-isoamyl alcohol and mix by invert-

ing the tube several times.
7. Centrifuge (10,000g for15 min). Transfer the aqueous phase (upper) to a new

tube and repeat phenol extraction once.
8. Transfer the aqueous phase to a clean tube and add an equal volume of chloro-

form-isoamyl alcohol. Again mix well and centrifuge (10,000g for 5 min). Repeat
this extraction two times.

9. Transfer the aqueous phase to a new tube and precipitate the DNA by adding 1/10 vol
of 3 M sodium acetate and 0.6 to 1 vol of 2-propanol. Mix gently and incubate at
–20 C from 1 h to overnight.

10. Centrifuge (10,000g for 15 min). Discard the supernatant and wash DNA with
500 mL of 70% ethanol. Centrifuge (10,000g for 5 min), carefully discard the
ethanol and dry until ethanol has been removed (see Note 9).

11. Resuspend DNA in 20–30 mL of double-distilled sterile water and 0.1–0.2 mL
RNAase A. Allow to dissolve at 37 C at least 3 h.

12. To visualize the extracted DNA run 5 mL of the sample in a 0.8% agarose gel
electrophoresis using 1X TAE electrophoresis buffer and high-molecular-weight
marker. Electrophorize at 10 V/cm for 1 h at room temperature; gels should be
stained with ethidium bromide solution and observed under UV light (see Note 10).

3.3. PCR Amplifications

3.3.2. PCR Conditions for 16S rDNA Amplification

Prepare the reaction mixture to make a final volume of 25 mL (see Note 11):
100 ng isolated DNA; 2.5 mL of 10X STR buffer; 0.2 mL of Taq polymerase (1
U); 0.2 mL of each primer: 27F and 1492R (0.5 mM final concentration); and
double-distilled sterile water to 25 mL.

Amplification is performed with an initial denaturation at 94 C for 5 min;
25–30 cycles of 94 C for 1 min, 55 C for 1 min, and 72 C for 2 min; and a final
extension at 72 C for 10 min (see Note 12).

3.3.2. PCR Conditions for ISR Amplification

Prepare the reaction mixture, final volume 25 mL (see Note 11): 100 ng
isolated DNA; 2.5 mL of 10X STR buffer; 0.2 mL of Taq polymerase (1 U); 0.2
mL of each primer: ISR-1494 and ISR-35 (0.5 mM final concentration); and
double-distilled sterile water to 25 mL

The following temperature profile is used: initial denaturation at 94 C for 5
min; followed by 30 cycles of 94 C for 1 min, 55 C for 3 min, and 72 C for 2
min; and a final extension at 72 C for 10 min.
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For the evaluation of PCR fingerprint: PCR amplified products are sepa-
rated by 2% agarose gel electrophoresis using 1X TAE electrophoresis buffer
and appropriate markers in the range of 100 bp to 2000 bp, e.g., 1 kb and 100
bp DNA Ladders (Promega). Electrophoresis is carried out at 20 V/cm for 2–4 h at
room temperature; gels should be stained with 1 mg/mL ethidium bromide so-
lution and observe under UV light (see Note 13).

3.4. Sequence Analysis

16S rDNA amplified products are recovered from agarose gel using a Wiz-
ard PCR Preps DNA Purification System (Promega). Sequencing is carried out
in a DNA sequencer (e.g., ABI 373 Stretch). Retrieved sequences can be com-
pared to bacterial rDNA sequences present in the GeneBank, and similarities
searched using BLAST tools. Phylogenetic trees can be constructed with the
programs available at http://rdp.cme.msu.edu.

4. Notes
1. Marine R2A is a complex medium with higher carbon content than the natural

content of seawater; therefore, it is more likely to isolate heterotrophic bacteria
capable of thriving at higher organic carbon concentrations than seawater, known
as copiotrophs.

The same medium but without agar is used to obtain liquid cultures of the
isolated strains. Incubation times will depend on the particular strains; in general
they range from 24 to 72 h.

2. The lysis buffer without lysozyme can be aseptically prepared and stored at room
temperature for long periods of time. The lysozyme is added just before using.

3. In addition to the primer 1492R, others may be used to amplify a shorter frag-
ment of the 16S rDNA gene (e.g., 518R, 5'-CGTATTACCGCGGCTGCTGG-3').
Sequences obtained from this type of fragment are as informative as the complete
sequences of the 16S rRNA genes.

4. One issue that is critical for the successful detection of spacer variation is the
choice of the PCR primers. Conserved regions in the 16S rRNA gene can be
identified accurately, but it is not possible to do the same with the less well char-
acterized 23S rRNA gene. Gurtler and Stanisich (10) suggested that region 2 of
the 16S rRNA gene (nt 1390–1407) and region 10 of the 23S rRNA gene (nt 456–
474) are the regions of choice for the construction of primers, the former because
of its proximity to the spacer region and the latter because of the high level of
sequence conservation among the species analyzed.

5. Samples should be processed as soon as possible or kept at 4 C until they are
used. Ferguson et al. (14) showed that the bacterioplankton community of con-
fined seawater at 25 C changes significantly within 16 h of collection.

6. The number of plates to be spread depends on the objective of the work. We
recommend an intermediate number of 10 in order to isolate as many different
colonies as possible. The incubation temperature is also variable. If the aim of the
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work is to isolate psychrophilic bacteria, then 4–5 C is a good temperature. If
this is not the case, then we suggest 15 C.

7. Pure cultures can be stored in glycerol at –20 C. Nevertheless, it is always rec-
ommended to maintain the cultures in agar plates at 4 C.

8. When manipulating DNA, wear gloves to minimize the risks of DNase contami-
nation. In the case of PCR preparation, gloves should be powder free because
powder inhibits DNA polymerases. Be extremely careful when handling danger-
ous solutions such as phenol, chloroform, and ethidium bromide.

9. This step removes any residual salt or isopropanol, and should be repeated once.
10. Concentration and quality of the DNA samples obtained should be determined

by gel electrophoresis and/or absorbance measurements (12). Also, concentra-
tion of all samples should be adjusted to be similar, especially when differentiat-
ing strains with ISR patterns.

11. It is convenient to prepare a master mix with all the reaction components except
the DNA, allowing for the total number of samples, including a positive control
plus an additional control tube that will not include template DNA (negative control).

12. Visualization of the PCR results is done by running 5-mL aliquots of the products
on a 1% agarose gel using a molecular-weight marker—e.g., 1 kb ladder
(Promega). Electrophoresis is run at 10 V/cm for 1 h. Bands corresponding to the
16S rDNA fragments (1.5 kb) are visualized after staining the gel with ethidium
bromide.

13. Total PCR reaction volume should be loaded to allow detection of all bands, even
the less intense ones. Capture image systems are useful if several bands are
obtained, to determine precisely the number and size of bands. This procedure is
particularly useful when dealing with lots of isolates, as it permits grouping them
based on the ISR profiles.
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Reverse Sample Genome Probing to Monitor Microbial
Communities

E. Anne Greene and Gerrit Voordouw

1. Introduction
Environmental microbial communities are often highly complex. To evalu-

ate community activities, it is desirable to be able to accurately monitor com-
munity composition. A variety of methods to monitor environmental microbial
diversity exist, e.g., the use of 16S rRNA probes, combined with fluorescence
in situ hybridization (FISH), or fatty acid methylester analysis. However, no
currently available method completely overcomes the difficulties presented by
the complexity of environmental microbial communities.

Reverse sample genome probing (RSGP) monitors culturable members of
microbial communities. Extracted and labeled total community DNA is used
to probe a filter containing chromosomal DNAs from many pure strains. These
are selected to have limited cross-hybridization and are referred to as stan-
dards. Information on the occurrence of multiple standards is thus obtained in
a single hybridization assay. The information obtained is limited to the
culturable component of the microbial community. RSGP thus measures
microbial diversity in the selected target environment by following the fate of
selected culturable community members. It can screen for the presence of spe-
cific microbial strains in the target environment under a variety of conditions.
Its advantage: once a set of standard microbial strains has been selected, quan-
tifying their relative abundance is straightforward. Its drawback is that envi-
ronmental microbial diversity is huge. Thus a master filter containing a set of
standards may be of limited use outside its intended target environment. Once
a filter for a target environment has been obtained, RSGP is a straightforward
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method to evaluate changes in a microbial community over time, and during
various treatments (e.g., bioremediation).

RSGP requires isolating and purifying total DNA from microbial commu-
nity samples. This DNA is radiolabeled and used to probe a master filter that
consists of chromosomal DNA from individual standard microorganisms of
interest bonded to a nylon membrane (Fig. 1).

2. Materials (see Note 1)
2.1. Designing and Preparing the Master Filter

2.1.1. Isolation of DNA From Pure Bacterial Strains

1. Lysis buffer (0.15 M NaCl, 0.1 M EDTA, pH 8.0).
2. Freshly made lysozyme (1 mg/mL in lysis buffer).
3. 25% SDS.
4. 5 M NaClO4.
5. CHCl3:isoamyl alcohol (24:1, v:v).
6. Tris-EDTA (TE) (1): 10 mM Tris-Cl, pH 7.4; 0.1 mM EDTA, pH 8.0.
7. 95% and 70% ethanol, ice cold.
8. 10 mg/mL DNase-free RNase (1).
9. 14 mg/mL Proteinase K.

10. TE-buffered phenol (1). Phenol is toxic and should be handled with gloves in a
fume hood.

2.1.2. Quantification of DNA

Ethidium bromide is extremely toxic and should be handled with gloves at
all times.

1. lDNA (usually obtained as a 500 ng/mL stock solution).
2. Ethidium bromide plates.

a. Combine 25 mL of melted 1% (w/v) agarose with 3 mL of 10 mg/mL ethidium
bromide and pour the mixture into a 100 ¥ 15 mm Petri plate.

b. Allow plate to solidify. Plates can be stored in the dark at 4 C for several
weeks.

2.1.3. Preparation of Filters

1. lDNA (Subheading 2.1.2.).
2. Purified DNA from microorganisms of interest; at least 100–200 ng/filter.
3. Nylon membrane (e.g., Hybond™-N, Amersham).
4. Sterile-distilled water.
5. 0.5 N NaOH.
6. 6X SSC: 20X SSC (1) is 175.3 g NaCl, 88.2 g Na3 citrate per liter, pH 7.
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Fig. 1. Overview of the RSGP method. The l spots represent five different concen-
trations of l DNA, which are used to calculate the relative amount of hybridization of
labeled community DNAs to various master filter standards.
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2.1.4. Generation of Probes and Hybridization With Filters

The work described in this section involves the use of radioisotope (32P); the
appropriate precautions should be observed.

2.1.4.1. GENERATION OF PROBE

1. DNA (Subheading 2.1.2.).
2. DNA samples for generating probe (at least 100 ng of each).
3. Primer extension (PE) mix (2): 44 mL of 0.9 M HEPES, 0.1 M MgCl2, pH 6.6; 25

mL of 1 M Tris-Cl pH 7.4; 10 mL of 0.1 M dithiothreitol; 4 mL each of 50 mM
dATP, dGTP, and dTTP; 10 mL of 10 mg/mL randomly generated
hexanucleotides. PE mix can be stored indefinitely at –20 C.

4. DNA polymerase I Klenow fragment, 1,000 U/mL.
5. [a32P]dCTP (10 mCi/mL, 3000 Ci/mmol).

2.1.4.2. PREPARATION OF FILTERS FOR HYBRIDIZATION

1. Polypropylene bags and bag sealer.
2. Prehybridization solution (3): 300 mL 20X SSC (Subheading 2.1.3.); 50 mL

10% SDS; 100 mL 50X Denhardt’s reagent ([1]: 5 g Ficoll Type 400), 5 g of
polyvinylpyrrolidone, 5 g bovine serum albumin (Fraction V, Sigma, St. Louis,
MO) made up to 500 mL in distilled water); 10 mL salmon sperm DNA (1).
Prehybridization solution can be stored indefinitely at –20 C.

2.1.4.3. PROBING FILTERS WITH LABELED DNA

1. 1X SSC (Subheading 2.1.3.).
2. 1X SSC, 0.2% (w/v) SDS, preheated to 68 C.

2.2. Isolation and Purification of DNA From Environmental Samples

2.2.1. Isolation of Bacterial Cells

1. Freshly made 0.1% (w/v) Na4P2O7•10H2O.
2. Acid-washed polyvinylpolypyrrolidone (PVPP; [4]).
3. Mix 300 g PVPP with 4 L of 3 N HCl, let stand overnight.
4. Filter with a Buchner funnel apparatus and Whatman no. 1 filter paper.
5. Resuspend PVPP in 20 mM KH2PO4, stir and filter. Repeat until pH is 7.0–8.0.
6. Air-dry PVPP. Acid-washed PVPP can be stored indefinitely at room tempera-

ture.

2.2.2. Cell Lysis and DNA Isolation

1. Lysis buffer (Subheading 2.1.1.).
2. Freshly made 300 mg/mL lysozyme in lysis buffer.
3. 25% SDS.
4. 5 M NaClO4.
5 CHCl3:isoamyl alcohol (24:1, v:v).
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6. 95% Ethanol, ice cold.
7. 70% Ethanol, ice cold.
8. TE-buffered phenol (Subheading 2.1.1.).

2.2.3. Removal of Humic Acids From Soil DNA

1. TE (Subheading 2.1.1.).
2. Spin columns (based on the protocol of Jackson et al. [5]).
3. Soak glass wool in 1 N HCl for at least 1 h, rinse with 0.1 M KH2PO4 until the pH

is 7.0–8.0, then air dry overnight (see Note 2).
4. Pack the bottom 0.5 cm of a 1-mL syringe with acid-washed glass wool, then fill

with Sepharose 4B. Centrifuge for 4.5 min at 1000g. Refill and pack the material
by centrifugation until the syringe is filled to the 0.9-mL mark.

5. Wash with 200 mL of TE, centrifuge for 4.5 min at 1000g. Repeat for a total of
four washes; after the final wash centrifuge the column again to remove excess
TE. Packed columns can be stored up to 2 wk at 4 C with both ends sealed.

6. 0.7% Agarose gel and running buffer for analysis of spin column eluent.
7. Ice-cold 95% and 70% ethanol.

2.2.4. Final DNA Purification

1. 1 mg/mL DNase-free RNase (Subheading 2.1.1.).
2. 14 mg/mL Proteinase K.
3. TE-buffered phenol (Subheading 2.1.1.).
4. Ice-cold 95% and 70% ethanol.
5. 0.7% Agarose gel and running buffer for analysis of purified DNA.
6. Ethidium bromide plates for DNA quantification.

3. Methods
3.1. Designing and Preparing the Master Filter (see Note 3)

3.1.1. Isolation of DNA From Pure Bacterial Strains

Cells should be grown to a high density in appropriate medium. The proce-
dure described below is designed for approx 0.5 g (wet weight) of cells.

1. Collect cells by centrifugation for 20 min at 4 C, 15,000g. Some samples may
require centrifugation for longer periods of time at higher speeds to collect cells.

2. Resuspend cells in 250 mL of lysis buffer and transfer to a 1.5-mL Eppendorf
tube.

3. Add 10 mL of 1 mg/mL lysozyme and incubate at 37 C for 30 min.
4. Add 20 mL of 25% SDS and lyse cells using three freeze/thaw cycles (30 min at

–80 C followed by 30 min at 65 C).
5. Add 60 mL of 5 M NaClO4 and 300 mL of CHCl3:isoamyl alcohol, then gently

mix on a tube roller for 30 min.
6. Centrifuge in a microfuge at maximum speed, room temperature, for 5 min.
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7. Transfer aqueous phase to a fresh 1.5-mL Eppendorf tube and add 1 mL of 95%
ethanol; incubate at –20 C for at least 1 h. Centrifuge in a microfuge at maximum
speed, 4 C, for 15 min. Discard supernatant, rinse pellet once with 500 mL of
70% ethanol, then air-dry pellet.

8. Resuspend in 300 mL TE, then add 15 mL of 1 mg/mL DNase-free RNase. Incu-
bate 30–60 min at 37 C, add 5 mL of 14 mg/l proteinase K, and incubate at 37 C
for 30–60 min.

9. Add 100 mL of TE-buffered phenol, mix, and centrifuge (maximum speed in a
microfuge) for 5 min at room temperature.

10. Transfer aqueous phase to a fresh 1.5-mL Eppendorf tube and precipitate with
750 mL ethanol as in step 7.

11. Resuspend DNA pellet in TE at desired concentration.

3.1.2. Quantification of DNA (see Notes 4–6)

Two microliters of known concentrations of l DNA (5, 10, 15, 20, 25, 30,
40, 50, 60, 80, and 100 ng/mL) are spotted on an ethidium bromide plate, fol-
lowed by 2 mL of sample DNA. The plate is allowed to “develop” for 1 h, then
DNA spots are visualized on a UV light box. Standards must be spotted at the
same time as samples.

3.1.3. Preparation of Filters (see Note 7)

Filters can be prepared using various amounts of DNA; 20–1450 ng per spot
have been used successfully (6,7). A useful concentration range is 100 to 200
ng of DNA per spot.

1. Mark 1 ¥ 1 cm squares on a nylon membrane for each bacterial DNA standard,
plus eight squares for l DNA concentration standards.

2. Dilute l DNA to 10, 20, 30, 50, 60, 80, and 100 ng/mL concentrations.
3. Dilute microbial standard DNA samples such that 2 mL of DNA solution pro-

vides the amount to be spotted on the master filter.
4. DNA is denatured by boiling for 3 min followed by placing on ice for 3 min.
5. Spot 2 mL of each DNA solution onto the nylon membrane.
6. Dry the nylon membrane for 15 min at 80 C in a drying oven.
7. Fix the DNA to the nylon membrane by exposing it to ultraviolet light (365 nm

and 7000 mW/cm2) for 3 min.
8. Wash filters in 6X SSC, and air-dry. Filters can be stored at –20 C indefinitely.

3.1.4. Generation of Probes and Hybridization with Filters

3.1.4.1. GENERATION OF PROBE

1. Add 100 ng sample DNA to a 1.5-mL Eppendorf tube; make up to 15 mL with
sterile distilled water. Add 5 mL of freshly prepared 0.5 ng/mL l DNA (see Note 8).

2. Boil DNA mixture for 3 min, then ice for 3 min. Briefly centrifuge to collect
sample.
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3. Add 6 mL of PE mix, 2 mL of DNA polymerase I Klenow fragment, and 2 mL of
[a32P]dCTP (see Note 9), then incubate at room temperature for approx 3 h (see
Note 10).

3.1.4.2. PREPARATION OF FILTERS FOR HYBRIDIZATION

1. Place each filter in a polypropylene bag (see Notes 11 and 12). Add
prehybridization mixture to the bag (approx 125 mL per DNA spot), then remove
all bubbles and seal.

2. Place sealed bags in a container of water and heat to 68 C in a hybridization
oven; incubate rocking for at least 1 h before adding probe.

3.1.4.3. PROBE FILTER

1. After the probe has incubated for 3 h, boil for 3 min, then place on ice for 3 min.
2. Cut off the corner of the polypropylene bag, add probe to the prehybridized filter,

then reseal the bag, removing all bubbles. This step should be done quickly so
that the solution does not cool excessively.

3. Return to the 68 C oven and incubate overnight, rocking.
4. Remove filters from bags, wash in 100 mL of 1X SSC for 15 min at room tem-

perature, rocking; then wash a second time in 100 mL of 1X SSC plus 0.2% SDS
for 1 h at 68 C, rocking (see Note 13). Remove filters from wash and air-dry.

5. Expose a phosphoimager plate to the filters for 1 to 3 h, read the results (e.g.,
using a Fuji Bas1000 Bio-Imaging Analyzer), then quantify the relative intensity
of each spot (e.g., using the MacBAS program) (see Notes 14 and 15).

3.2. Isolation and Purification of DNA From Environmental Samples

3.2.1. Isolation of Bacterial Cells From Soil (see Note 16)

1. This protocol is designed for approx 5 g soil. Dry soil or soil cultures can be used.
2. Place 5 g soil, 20 mL 0.1% Na4P2O7•10H2O (or culture medium, made up to 20

mL total liquid volume with 0.1% Na4P2O7•10H2O), and 1 g acid-washed PVPP
(see Note 17) in a 50-mL beaker, and mix on a magnetic stirrer for 20 min.

3. Centrifuge for 10 min at 4 C, 1000g; collect supernatant.
4. Wash soil twice more with 10 mL 0.1% Na4P2O7•10H2O. Pool collected super-

natants.

3.2.2. Cell Lysis and DNA Isolation

1. Centrifuge liquid sample or cells washed from solid support (Subheading 3.2.1.)
for 20 min at 4 C, 15,000g.

2. Resuspend the cell pellet in 5 mL of lysis buffer.
3. Add 250 mL of 300 mg/mL lysozyme then incubate at 37 C for 30–60 min.
4. Add 2.5 mL of 25% SDS per tube, mix by inversion. Lyse cells using three freeze/

thaw cycles (30 min at –80 C followed by 30 min at 65 C).
5. Add 0.6 mL of 5 M NaClO4 and 3 mL of CHCl3:isoamyl alcohol, then mix on a

tube roller for approx 30 min.
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6. Centrifuge at 3500g for 10 min at room temperature, then transfer the aqueous
phase into 50-mL glass centrifuge tubes.

7. Add 2.5 volumes of 95% ethanol; incubate at –20 C for at least 1 h. Centrifuge at
15,000g, 4 C for 20 min. Wash pellet with 1 mL of 70% ethanol and air-dry.

8. Resuspend DNA pellet in TE (see Note 18).

3.2.3. Remove Humic Acids From Soil DNA (see Note 19)

1. Load up to 200 mL of DNA sample onto a spin column (see Notes 20 and 21).
2. Centrifuge for 4.5 min at 4 C, 1000g. Collect eluent in a 1.5-mL Eppendorf tube.
3. Wash the columns 2–3 times, each time by loading 100 mL of TE on the top of the

column and centrifuging, collecting each eluent in a fresh Eppendorf tube.
4. Analyze the column eluents by gel electrophoresis. Pool all samples that contain

DNA but no humic acids (Fig. 2).
5. Add 2.5 vol of ethanol to combined samples, incubate at –20 C for at least 1 h,

then centrifuge for 15 min at 4 C, maximum speed in a microfuge. Rinse pellet
with 70% ethanol, then air-dry pellet. Resuspend samples in 300 mL TE (see
Note 22).

3.2.4. Final DNA Purification (see Note 23)

1. Add 15 mL of 1 mg/mL DNase-free RNase, incubate for 30–60 min at 37 C, then
add 5 mL of 14 mg/mL proteinase K and incubate for 30–60 min at 37 C.

2. Add 100 mL of TE-buffered phenol, mix, then centrifuge at maximum speed in a
microfuge for 5 min at room temperature.

3. Collect aqueous phase, add approx 750 mL of ice-cold 95% ethanol and precipi-
tate at –20 C for at least 1 h.

Fig. 2. Schematic of a typical agarose gel showing fractions eluted from spin col-
umns. (A) Fraction 1; (B) fraction 2; (C) fraction 3; (D) fraction 4.
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4. Centrifuge at maximum speed in a microfuge at 4 C for 15 min, discard superna-
tant, rinse pellet with 500 mL of 70% ethanol, and air-dry. Resuspend pellet in an
appropriate amount of TE (typically around 30 mL for samples isolated from soil;
for samples containing more DNA, a larger volume may be required).

5. Quantify DNA (Subheading 3.1.2.). Dilute DNA with TE to a concentration that
is useful for probe generation (e.g., 10 ng/mL).

3.3. Calculation of fx

To quantify hybridization of radiolabeled sample DNA to various microbial
standards, the hybridization intensity is evaluated using the following equa-
tion:

fx = (kl/kx)(Ix/cx)(fl)(Il/cl)–1 (1)

• fx is the weight fraction of genome x present in the DNA mixture used for probing.
• kl/kx is a constant that represents the relative genome complexity, which is

unknown for the genomes of various bacterial standard organisms. This constant
must be measured for each standard.

1. Mix l DNA and DNA from a specific standard together such that fx = 0.976 and
fl = 0.024.

2. Label DNA and hybridize to the master filter as described in Subheading 3.1.4.
3. Calculate kl/kx. This must be done for each standard on the master filter; this

constant can be used to calculate the relative fx for each standard when probed
with unknown community DNA samples. The constant kl/kx can be calculated
using the following equation:

kl/kx = (fx/fl)(Il/cl)(Ix/cx)–1 (2)

4. Repeat this experiment in duplicate; use the average result from the duplicate
samples as the value for kl/kx.

• Ix is the relative intensity of standard x on a given master filter, as measured by
densitometry or by cpm in a scintillation counter. Background radioactive signal
should be subtracted from the total intensity.

• cx is the amount of standard x DNA spotted on the master filter, in ng.
• fl is the fraction of l DNA present in each labelled probe mixture.
• cl is the concentration of l DNA spotted on the master filter.
• Il is the relative intensity of l DNA on the master filter for each hybridization

experiment, as measured by densitometry or by cpm in a scintillation counter.
The presence of several concentrations of l DNA on each master filter allows
accurate measurement of this value.

The fx values calculated with Eqs. 1 and 2 cannot be corrected for contribu-
tions due to cross-hybridization. Cross-hybridization will cause every reported
fx value to be overestimated. This will cause the sum Sfx of all fx values to
exceed 1. One can report data by setting Sfx = 1. The resulting relative fx values
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are reported as %, not as fraction between 0 and 1. A drawback of this is that
relative fx values (%) represent the fractions of standards in the portion of the
community represented on the master filter.

4. Notes
1. Solutions can be prepared in advance, autoclaved, and stored at room tempera-

ture unless otherwise noted. Solutions stored at 4 C or –20 C are typically not
autoclaved.

2. Glass wool used for the spin columns does not have to be acid-washed; however
this treatment appears to give higher DNA yields.

3. Before preparing the master filter, it is important to determine which microbial
strains of interest do not show significant cross-hybridization. This can be done
using DNA filters to assess cross-hybridization between various potential stan-
dard genomes. Once standard bacterial strains have been selected, a master filter
can be developed. It is important to select bacterial strains that are appropriate to
the experimental design and are represented in the community of interest.

4. DNA can be quantified by fluorimetry, A260 or visual comparison of fluores-
cence with ethidium bromide staining and UV light after gel electrophoresis, or
after spotting samples onto agarose containing ethidium bromide.

5. Condensation interferes with the accuracy of ethidium bromide plate determina-
tions.

6. Quantification by A260 or ethidium bromide plates will work only for pure DNA
samples. Humic acids from soil are also detected by these methods (5); when the
presence of humic acids is suspected, gel electrophoresis and staining will be a
more accurate method of DNA quantification.

7. Used filters can be reused when radioactivity can no longer be detected, or after
washing. Washing procedure:

a. Heat 1X SSC plus 0.2% SDS to boiling.
b. Pour heated solution over filters. Incubate for 30–60 min at 80 C, rocking.
c. Allow to cool to room temperature, remove filters, and air-dry.
d. Repeat procedure until radioactivity is no longer detected.

8. Some RSGP users (8) digest DNA with a restriction enzyme (Sau3A) before
labeling.

9. Other researchers have used 35S (8) or a nonisotope labeling kit (DIG DNA
Labeling and Detection [9]) rather than 32P.

10. While probe is being incubated, master filters can be prepared for hybridization
(Subheading 3.1.4.2.).

11. Hybridization bags are less cumbersome if they are cut to fit the filter fairly pre-
cisely on three sides; there should be extra room on the fourth side as the bag
needs to be cut and resealed during the probing process.

12. Rather than using the hybridization bag method, a tube roller and individual
hybridization tubes can be used. However, if a large number of samples are being
screened, polypropylene bags allow more samples to be processed simulta-
neously.
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13. More than one filter can be washed in the same container; however, some back-
ground radioactivity may appear if several filters are present in a single con-
tainer.

14. If no phosphoimager system is available, DNA hybridization to the master filter
can be detected using X-ray film and quantified by densitometry.

15. An alternate method for quantifying sample DNA hybridization to the master
filter is to collect each DNA spot and measure the total radioactivity by scintilla-
tion counting (7,8); however, this method precludes reuse of the master filters.

16. This protocol is also useful for removing bacterial cells from solid support mate-
rials.

17. Acid-washed PVPP is used to remove humic acids; therefore, this compound
may be omitted for extracting cells from solids that do not contain these sub-
stances.

18. The volume of TE used to resuspend DNA depends on the sample. Typically 300 mL
is suitable for soil DNA; larger volumes may be required if the sample still con-
tains substantial amounts of material from soil or if the DNA concentration is
high.

19. This step is required only for samples that may contain humic acids.
20. DNA can also be isolated by gel electrophoresis and electroelution, or other

means of gel purification. Spin columns are good for processing many samples at
once.

21. If the DNA preparation contains suspended solids, a large amount of humic acids,
or a large amount of DNA, only 50 to 100 mL should be loaded on the column;
the remaining volume should be made up with TE. The column can become
plugged, or removal of humic acids can be poor, if it is overloaded.

22. If a sample appears brown after purification on a spin column, it still contains
humic acids and must be re-cleaned because they will interfere with the labeling
procedure.

23. This step is not necessary if the sample was gel purified, because RNA and pro-
tein will have been removed during that process.
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T-RFLP Analysis
A Rapid Fingerprinting Method for Studying Diversity, Structure,
and Dynamics of Microbial Communities

Werner Liesack and Peter F. Dunfield

1. Introduction
Terminal restriction fragment length polymorphism (T-RFLP) analysis is a

method for rapid profiling of mixed populations of an homologous amplicon
(i.e., diverse sequences of a single gene). It combines restriction fragment
analysis of a PCR-amplified gene marker with automated sequencing gel tech-
nology. One primer used in PCR amplification of the marker gene is labeled at
the 5' terminus with a fluorescent dye, in order that the terminal restriction
fragments (T-RFs) of the digested amplicon can be detected and quantified (1–
3). Detailed evaluations of T-RFLP analysis have shown that, in most cases,
both the sizes and relative signal intensities of the individual T-RFs in a sample
are highly reproducible. Consequently, T-RFLP analysis is an excellent tool
for rapidly comparing microbial communities (4–6).

Assessment of the diversity, structure, and dynamics of complex microbial
communities with T-RFLP has mainly been based on PCR-amplified 16S
rRNA genes (16S rDNA). The major advantage of 16S rDNA, a universal phy-
logenetic gene marker, is that primer systems can be applied in PCR that target
a wide range of members of the domain Bacteria (5–20) or Archaea (7,21–31).
Microbial community patterns have been generated from various environments,
including activated sludge (14,16), bioreactors (6,13), enrichment cultures
(9,11), marine sediments (7,18,20), lake sediment (28), soils (5,8,17,19,29,32),
soil slurries (21–23,25,26), plant roots (12,32), rice straw (31), waters from
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deep gold mines in South Africa (30), the hindgut of soil-feeding termites (24),
and the colon of pigs (15). Meaningful applications of the analysis to the fields
of forensics (33) and food and drinking water quality control (34,35) have been
reported. T-RFLP analysis has also been used for rapidly screening the diver-
sity of 16S rRNA gene clone libraries (27,32).

PCR assays for genes other than 16S rDNA have also been used to generate
T-RFLP community patterns for particular functional groups of bacteria. These
assays target genes specific to autotrophic ammonia oxidizers (36), denitrifiers
(7,37), methane-oxidizing bacteria (38), methanogens (39), or mercury-resis-
tant bacteria (40).

The procedure for electrophoresis of digested amplicons outlined below is
for use with ABI 373 and ABI Prism® 377 automated sequencers (PE Applied
Biosystems, Foster City, CA). However, in principle any sequencing apparatus
which allows automated detection of at least two different fluorescent dyes in a
single lane is applicable to T-RFLP. Simultaneous detection of two fluorescent
dyes is necessary because the automated size determination of T-RFs requires
an internal lane standard (Fig. 1). If other automated sequencers are to be used,
the procedure may need minor modifications.

T-RFLP community patterns have been interpreted and compared in many stud-
ies using only a qualitative approach (e.g., refs. 12,17,21,22,25,30,35). However,
although T-RFLP is a PCR-based technique and PCR-related biases must be con-
sidered, comparative numerical analysis of T-RFLP patterns and representation in
reduced space can provide meaningful results (e.g., refs. 5–7,13,29,37).

2. Materials
1. Total community DNA.
2. Oligonucleotide primers.
3. PCR equipment.
4. Agarose gel equipment.
5. QIAquick® PCR purification kit (Qiagen, Hilden, Germany).
6. Restriction enzyme(s).
7. Polyacrylamide gel electrophoresis equipment.
8. GeneScan-1000 ROX internal lane standard (ABI).
9. Model ABI 373 or ABI Prism 377 automated sequencer equipped with GeneScan

software.
10. Statistical analysis software for comparative data interpretation.

3. Methods
The methods described below outline (1) PCR amplification of target genes

and digestion of amplicons, (2) polyacrylamide gel electrophoresis (PAGE) of
digested amplicons, (3) assignment of T-RFs, (4) standardization, and (5) data
interpretation.
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Fig. 1. Output format of T-RFLP data. The pattern was generated from the 5' region
of PCR-amplified 16S rDNA, using PAGE of the digested amplicon in the GeneScan
mode of an ABI 373 automated sequencer. The T-RFLP fingerprint pattern of a bacte-
rial community from soil (gray) is shown in relation to the GeneScan-1000 ROX size
standard (black). The table includes the (1) fluorescent dye used (gray = FAM, black =
ROX) and T-RF number, (2) retention time in minutes, (3) fragment size in base pairs,
(4) peak height, (5) peak area, and (6) number of data points. The sizes of DNA frag-
ments in the GeneScan-1000 standard are 29, 33, 37, 64, 67, 75, 81, 108, 118, 244,
275, 299, 421, 539, 674, 677, and 928 bp.



26 Liesack and Dunfield

3.1. PCR of Target Gene and Restriction of Amplicons

1. After extraction of total community DNA (see Note 1), amplify by PCR the tar-
get gene of interest. PCR assays used in T-RFLP analysis are described in Sub-
headings 3.1.1. and 3.1.2. One of the two oligonucleotide primers used in PCR
must be labeled at the 5' terminus with a fluorescent dye (see Note 2).

2. Verify amplicon by agarose gel electrophoresis of an aliquot.
3. Purify the amplicon using the QIAquick® PCR purification kit (Qiagen) accord-

ing to the manufacturer´s instructions (see Note 3).
4. Digest the amplicon using the appropriate restriction endonuclease as indicated

in Subheadings 3.1.1. and 3.1.2.

3.1.1. PCR Amplification of 16S rDNA

Various oligonucleotide primer combinations have been used for PCR
amplification of 16S rDNA from members of the domain Bacteria (PCR assays
a to d) or Archaea (PCR assays e, f). These are listed below as target stretch
according to the nomenclature of Escherichia coli 16S rRNA; oligonucleotide
PCR primers 5'-3' (* = labeled primer) (see Note 4); PCR program; restriction
enzyme; and reference:

a. Target stretch: 8 to 536; *27f (AGAGTTTGATCCTGGCTCAG) and 519r
(GWATTACCGCGGCKGCTG); initial denaturation (5 min at 94 C), 35 cycles
of denaturation (30 s at 95 C), primer annealing (60 s at 54 C), and extension (2
min at 72 C); combination of HhaI and HaeIII (19).

b. Target stretch: 8 to 1406; *27f (AGAGTTTGATCCTGGCTCAG) and 1392r
(ACGGGCGGTGTGTRC); initial denaturation (2 min at 94 C), 30 cycles of
denaturation (45 s at 94 C), primer annealing (60 s at 48 C), and extension (2
min at 72 C), plus a final extension (8 min at 72 C); MspI (5).

c. Target stretch: 8 to 1541; *27f (AGAGTTTGATCCTGGCTCAG) and 1525r
(AAGGAGGTGWTCCARCC); initial denaturation (5 min at 95 C), 30 cycles
of denaturation (30 s at 94 C), primer annealing (30 s at 55 C), and extension (90
s at 72 C), plus a final extension (10 min at 72 C); MnlI (12).

d. Target stretch: 43 to 1406; *63f (CAGGCCTAACACATGCAAGTC) and 1389r
(ACGGGCGGTGTGTACAAG); initial denaturation (2 min at 94 C), 30 cycles
of denaturation (60 s at 94 C), primer annealing (60 s at 55 C), and extension (2
min at 72 C), plus a final extension (10 min at 72 C); AluI or HhaI (4).

e. Target stretch: 109 to 931; Arch109f (ACKGCTCAGTAACACGT) and
*Arch912r (CTCCCCCGCCAATTCCTTTA); initial denaturation (5 min at
94 C), 28 cycles of denaturation (60 s at 94 C), primer annealing (60 s at 52 C),
and extension (90 s at 72 C), plus a final extension (6 min at 72 C); TaqI (25).

f. Target stretch: 7 to 976; Arch21f (TTCCGGTTGATCCYGCCGGA) and
*Arch958r (YCCGGCGTTGAMTCCAATT); initial denaturation (3 min at
94 C), 30 cycles of denaturation (60 s at 94 C), primer annealing (60 s at 55 C),
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and extension (60 s at 72 C), plus a final extension (7 min at 72 C); HhaI, RsaI,
or HaeIII (27), or a combination of HhaI and HaeIII (30).

3.1.2. PCR Amplification of Functional Gene Markers

Various genes other than 16S rDNA have been used to generate T-RFLP
community patterns for particular functional groups of bacteria. These are listed
below as target gene; enzyme; functional group of bacteria; oligonucleotide
PCR primers 5'–3' (* = labeled primer) (see Note 4); PCR program; restriction
enzyme; and reference:

a. amoA; ammonia monooxygenase; autotrophic ammonia-oxidizing bacteria;
*amoA-1F (GGGGTTTCTACTGGTGGT) and amoA-2R (CCCCTCKGSAAA-
GCCTTCTTC); initial denaturation (5 min at 94 C); 30–35 cycles of denatur-
ation (60 s at 94 C), annealing (90 s at 60 C), and extension (90 s at 72 C), plus
a final extension (10 min at 72 C); TaqI, plus CfoI or AluI for finer resolution
(36).

b. nirS; nitrite reductase; denitrifiers; *nirS1F (CCTAYTGGCCGCCRCART) and
nirS6R (CGTTGAACTTRCCGGT); initial denaturation (5 min at 95 C), 30
“touchdown” cycles of denaturation (30 s at 95 C), primer annealing (40 s at 56–
51 C for 10 cycles, 54 C for 25 cycles), and extension (40 s at 72 C), plus a final
extension (7 min at 72 C); HhaI, MspI, or TaqI (7).

c. nosZ; nitrous oxide reductase; denitrifiers; *Nos661F (CGGCTGGGGGCTGA
CCAA) and Nos1773R (ATRTCGATCARCTGBTCGTT); initial denaturation
(5 min at 94 C), 35 cycles of denaturation (30 s at 95 C), annealing (30 s at
55 C), and extension (90 s at 72 C), plus a final extension (10 min at 72 C);
HinPI (37).

d. pmoA; particulate methane monooxygenase; methane-oxidizing bacteria; *A189
(GGNGACTGGGACTTCTGG) and A682 (GAASGCNGAGAAGAASGC); ini-
tial denaturation (2 min at 94 C), 30 “touchdown” cycles of denaturation (45 s at
94 C), primer annealing (60 s at 62–52 C for 20 cycles, 55 C for 10 cycles), and
extension (2 min at 72 C), plus a final extension (6 min at 72 C); MspI (38).

e. mcrA; methyl coenzyme M reductase; methanogenic archaea; *MCRf
(TAYGAYCARATHTGGYT) and MCRr (ACRTTCATNGCRTARTT); initial
denaturation (3 min at 94 C), 30–35 cycles of denaturation (45 s at 94 C), an-
nealing (45 s at 50 C) and extension (90 s at 72 C), plus a final extension (5 min
at 72 C); Sau96I (39).

f. merR, merRTD; mercury resistance genes; mercury-resistant bacteria; *FluRX
(ATAAAGCACGCTAAGGCRTA) and either PX (TTCTTGACWGTGA
TCGGGCA) or MARB (GTCAAYGTGGAGACVATCCG); initial denaturation
(4 min at 95 C), 30–35 cycles of denaturation (60 s at 94 C), primer annealing
(60 s at 55 C), and extension (4 min at 72 C), plus a final extension (10 min at
72 C); FokI (40).
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3.2. PAGE

1. Prepare a mixture of digested amplicon, deionized formamide, loading buffer
(ABI), and internal GeneScan-1000 (ROX) size standard, denature it at 94 C for
5 min, and immediately chill on ice until loading onto the gel. Note that the maxi-
mum loading capacity of the wells produced by the shark-tooth combs is 2 to 3 mL.

2. Electrophorize the digested mixture in the GeneScan mode with the following
conditions:
Model ABI 373 (5,21,22):

12-cm 6% (w/v) polyacrylamide gel containing 8.3 M urea and 1X TBE buffer
(89 mM Tris-borate, 2 mM EDTA); electrophoresis for 6 h with the following
settings: 2500 V, 40 mA, and 27 W.
Model ABI Prism 377 (26):

36-cm 5% (w/v) polyacrylamide gel containing 6 M urea and 1X TBE buffer;
electrophoresis for 14 h with the following settings: 2500 V, 40 mA, and 30 W.

3.3. Assignment of T-RFs

GeneScan software contains several size-calling algorithms to calculate T-
RF size in relation to the internal GeneScan-1000 (ROX) standard. The appro-
priate algorithm should be determined empirically for particular running
conditions and equipment. The errors in assignment are generally less than 1
bp (Fig. 1), but manual rounding up or down may be necessary (i.e., assign-
ment of fragments based on predicted T-RF sizes from clone libraries; see Notes 5
and 6).

3.4. Standardization

Peaks less than 35 bp in size are discarded to avoid detection of primers. All
other peaks above a baseline noise level (usually peak height between 25 and
100 fluorescence units) are kept. The choice of baseline noise will affect the
number of peaks detected. A higher threshold will decrease the number of
small, irreproducible peaks obtained, but may also discard some reproducible
peaks (see Note 7).

The proportional abundance (Ai) of each T-RF is calculated as:

Ai = ni/N

in which ni represents the peak area (or height) of a T-RF (i) and N is the sum
of all peak areas (or heights) in a given T-RFLP pattern. Peak area is preferable
to peak height when it can be calculated. However, in profiles with many
closely spaced peaks, area becomes difficult to integrate properly and peak
height is more reliable.

There may be considerable variability in the detection limit across samples
because of variables such as differing amounts of product loaded into the gel.
A correction method has been suggested by Dunbar et al. (41), in which the
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profile with the smallest total peak area (or height) is used to standardize results
as follows:

Ai(corr) = (Nstd / N) ¥ Ai

where Ai(corr) is the corrected area of each T-RF and Nstd is the lowest N of all
samples. If small peaks fall below the minimum detection limit after the ad-
justment, they are eliminated and the correction performed iteratively until the
total areas of the profile and standard are nearly equal. Essentially, this correc-
tion sets the detection limit of all samples to that of the worst (least PCR prod-
uct). This may entail a loss of information, but most of the loss will be small
peaks which are difficult to reproduce in any case. Whether this standardiza-
tion is useful or not is system-specific. If a quantitative extract of environmen-
tal DNA can be obtained and profiles are very reproducible, as is often the case
(4–6), the correction is not necessary. However, where this is difficult to as-
sess, this correction may improve reproducibility and facilitate subsequent
comparative analyses.

3.5. Data Interpretation

3.5.1. Single T-RFs

Biases involved in environmental DNA extraction and in primer annealing
to different templates during PCR (e.g., refs. 42,43) mean that certain DNA
sequences (or T-RFs) are preferentially retrieved from a sample. Therefore,
one particular T-RF cannot be compared to a different T-RF in a single profile
(i.e., A1 > A2 does not mean that Population 1 > Population 2). However, it is
generally assumed that a T-RF can be compared to itself over different samples
(i.e., if A1 in sample X > A1 in sample Y, then population 1 probably comprises a
greater proportion of the total population in sample X than in sample Y). Al-
though not necessarily true (see Note 8), this generalization is the logic behind
the presentation of stacked bar diagrams to compare all T-RFs across samples
(e.g., 7,24,29,31). Whether the variation of T-RF abundances across samples is
significant can be statistically tested with multivariate analysis of variance
(5,29).

3.5.2. Community Analysis

Because of the severe method-inherent limitations in comparing single T-
RFs (see Note 8), a greater value of T-RFLP analysis is in characterizing and
comparing entire communities. Provided one is aware of method-inherent limi-
tations when drawing conclusions, the same statistical analyses can be applied
to T-RFLP patterns that are applied to any other community-profiling method.
We give here only the briefest overview of common analyses; for details, the



30 Liesack and Dunfield

reader is referred to original literature and basic texts on analytical methods—
for example, the text of Legendre and Legendre (44).

Most simply, diversity indices such as the Shannon-Weaver index [H = –S
(Ai) log (Ai)] and Simpson’s index [D = 1 – S(Ai)2] can be calculated and com-
pared across samples. Comparison of samples can also be made using a simi-
larity coefficient. This can incorporate both presence/absence and relative
abundance data, as the Morisita coefficient (6). Alternatively, to avoid all but
the most severe problems arising from extraction and PCR biases, the coeffi-
cient can be based on presence/absence data only, as the Sørenson coefficient
or the Jaccard coefficient (7,8,18,41). The Ribosomal Database Project (http://
www.cme.msu.edu/RDP/html/analyses.html) contains an online utility for cal-
culating the Jaccard coefficient of different T-RFLP patterns (45). When choos-
ing a similarity coefficient, one should be aware of the double-negative
problem (44), that the presence of a T-RF in two communities should be given
more weight than the absence of a T-RF. Both the Jaccard and Sørensen coef-
ficients are recommended for this reason.

Cluster analysis based on a matrix of similarity coefficients can be used to
visualize the relationships among many samples (6–8,18,41). As a comple-
ment to cluster analysis, a variety of multivariate techniques involving ordina-
tion in reduced space can also be used to analyze entire community patterns.
For example, principal component analysis has been applied (6,13,37). How-
ever, because this technique does not weight against double negatives, other
types of factor analysis such as correspondence analysis (7) are to be preferred
in most cases (44). In order to formally test the effects of particular environ-
mental variables (plot treatments) on community patterns, Lukow et al. (5)
employed a multivariate analysis of variance with canonical analysis.

4. Notes
1. Total community RNA has also been used as the starting material for T-RFLP

analysis. Community patterns were generated via RT-PCR of bacterial 16S rRNA
(17). Detailed protocols for the extraction and purification of total community
DNA and RNA from various environments (46), and excellent reviews address-
ing various procedural and technical aspects of the extraction of total community
DNA and RNA from soils and sediments (47–51), have been published. For more
information, the reader is also referred to the environmental studies cited here.

2. T-RFLP studies usually employ the 5' region of 16S rDNA because it provides a
greater discrimination (i.e., an increased number of T-RFs) than does the 3'
region. This is a consequence of length heterogeneities within the V1, V2, and
V3 regions at the 5' region of the 16S rRNA gene (4). In a few cases, the forward
and reverse primers have been labeled with different fluorescent dyes and used
simultaneously in PCR (4,27,30). In this way it is possible to generate T-RFLP
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datasets for the 5'- and 3'- T-RFs of a single amplicon simultaneously in one
GeneScan run. As predetermined by the fluorescence detection facility of the
ABI 373 and ABI Prism 377 automated sequencers, dyes used to label PCR
primers in T-RFLP analysis are the fluorescein derivatives carboxy-fluorescein
(5'6-FAM), 5-hexachlorofluorescein (HEX), 6-carboxy-4', 5'-dichloro-2',
7'-dimethoxyfluorescein (5'6-JOE), and 5-tetrachlorofluorescein (TET). For the
simultaneous use of fluorescently labeled forward and reverse primers, the com-
binations FAM/HEX (4), FAM/JOE (27), or HEX/TET (30) have been employed.

3. The use of the QIAquick® PCR purification kit is recommended, but purification
kits from other manufacturers can also be used (e.g., Prep-A-Gene kit [Bio-Rad,
Munich, Germany]).

4. Degenerated nucleotide positions are indicated using the following standard
degeneracy symbols:
K = G:T // M = A:C // R = A:G // S = G:C // W = A:T // Y = C:T // B = G:C:T //
H = A:C:T // V = A:G:C // N = A:G:C:T // all 1:1.

5. Unlike the related community-fingerprinting techniques of denaturing gradient
gel electrophoresis (52–54) and single-strand-conformation polymorphism analy-
sis (55,56), it is not yet possible in T-RFLP to correlate individual phylotypes
(T-RFs) with phylogenetic information obtained either by probing or recovery of
sequence information. However, one advantage of T-RFLP compared to these
other methods is its automated quantification of both size and relative abundance
of individual T-RFs. This enables a more objective comparison of community
fingerprint patterns. In addition, the T-RFLP technique is easier to handle and
more sensitive (5).

A Web-based research tool (designated TAP T-RFLP) is available at the
Ribosomal Database Project Web site (http://www.cme.msu.edu/RDP/html/
analyses.html) (57). Here one can perform in silico restriction digestions of the
entire 16S rDNA sequence database and derive T-RF sizes, measured in base pairs,
from the 5' terminus of the user-specified primer to the 3' terminus of the restric-
tion endonuclease target site. The output can be sorted and viewed either phylo-
genetically or by size. However, some T-RFs might be common to many
phylogenetically diverse microorganisms (this is especially true for T-RFs gen-
erated from the 3' terminus of the 16S rRNA gene). As a consequence, an
approach combining T-RFLP analysis and generation of clone libraries is recom-
mended to correlate individual T-RFs with phylogenetic information. Individual
clones should be analyzed by sequencing and determination of T-RF sizes, and
these compared to the entire T-RFLP community pattern (17,38).

6. It has been observed that multiple peaks are often generated in T-RFLP analysis
of individual nucleotide sequences (e.g., from pure cultures or from cloned DNA
fragments). The generation of extra “pseudo T-RFs” from a particular sequence
can seriously complicate T-RFLP analysis. In an environmental sample the gen-
eration of pseudo T-RFs may lead to an overestimation of microbial diversity,
and impair the mapping of taxonomically meaningful OTUs to single peaks.
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Thus, as already outlined, if the correlation of individual T-RFs with phyloge-
netic information is a major goal, a combined approach of T-RFLP analysis and
generation of clone libraries is recommended.

There are several explanations for the generation of multiple T-RFs from a
single sequence. The problem has usually been attributed to incomplete digestion
of PCR product, which is easily correctable by optimizing the digestion proce-
dure. However, other causes of the phenomenon are not so easily corrected. If the
two restriction sites closest to the fluorescently labeled terminus are located
within a 15-bp stretch, the restriction endonucleases may be unable to digest the first
restriction site quantitatively (unpublished data). Pseudo T-RFs also arise through
the generation of single-stranded DNA during PCR. Secondary structure forma-
tion in this single-stranded DNA can protect some restriction sites from attack
(58). The use of single-strand-specific mung bean nuclease before T-RFLP diges-
tion removes these pseudo T-RFs; however, one must be aware that this further
complicates the “semiquantitative” nature of T-RFLP in microbial community
analysis by selectively removing a fraction of the total PCR product (see below).

7. Despite great care taken to exactly reproduce a T-RF profile, small, irreproducible
peaks are occasionally observed (4,5,41). This can occur even when the replica-
tion is only at the level of using different aliquots of a single restriction digest
(4,41). The problem of irreproducible small peaks is usually handled by discard-
ing peaks smaller than 100 fluorescence units in height or <1% of total peak area.
To more accurately identify irreproducible peaks it is necessary to perform repli-
cate T-RFLP analyses of a sample, at best beginning with separate DNA extrac-
tions in order to encompass the error occurring at every procedural step. However,
major peaks in T-RF profiles are generally very reproducible, even when gener-
ated from multiple extracts of a single sample, and multiple extractions are there-
fore usually not necessary (4–6).

8. There are several obvious pitfalls in any analysis of single T-RFs. Comparison is
based on proportions rather than absolute numbers, and therefore all T-RFs are
cross-correlated. A change in the absolute abundance of one template in the DNA
extract will cause the relative abundances of all others to change. Thus the rela-
tive abundance of a T-RF can change even if the absolute abundance of its DNA
template is constant. A more insidious problem arising from method-inherent
biases is that the relative abundance of a T-RF can change even when the relative
abundance of the respective microbial population, or the relative abundance of
the respective DNA template, remains the same. To illustrate this, imagine a pat-
tern containing three T-RFs numbered 1–3. The extraction and PCR biases are such
that the respective templates are preferentially extracted or amplified in the order
1>2>3. Suppose that some members of Population 3 in the environment are
replaced with an equal number of Population 1. This will cause the relative pro-
portion of T-RF 2 to decrease in the T-RFLP profile, despite the fact that neither
the absolute nor the relative abundance of Population 2 has changed. Ecologi-
cally, such a situation could result from the replacement of one species with
another species that is functionally similar but phylogenetically different.
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Assessing Bacterial DNA Content in Aquatic Systems

Garrett W. Pernèy, Betsy R. Robertson, and D. K. Button

1. Introduction
These protocols were developed for the quantitative analysis of DNA in

aquatic bacteria and have been used to characterize both marine and freshwater
samples and cultures (1). Apparent DNA content is a valuable tool when used
in conjunction with forward light scatter for biomass (2–4) to characterize het-
erotrophic bacterioplankton, organisms which are too small for observation by
light microscopy and difficult to cultivate (5).

Quantitative analysis of flow cytometric data is obtained through use of
internal standards. These are used to determine flow rates for population den-
sity calculations and relative fluorescence indexing, which makes comparative
analysis of signal intensities within and across sample sets possible. The prin-
ciple of relative fluorescence indexing is based on the constant proportionality
of signal intensities of two particles, while signal intensities for each particle
may change from sample to sample. This proportionality allows particles of
known size, fluorescence, and concentration, such as latex microspheres, to be
used as an index. The relative fluorescence intensity of the internal-standard
microspheres is calibrated to the relative fluorescence intensity of a DAPI (4',6-
diamidino-2-phenylindole) stained organism having a known DNA content and
AT/GC ratio. The calibrated internal standard is then used as the relative fluo-
rescence index for determining the DNA content of the organisms being ana-
lyzed.

DAPI, a multi-AT-based DNA stain, was used because its binding proper-
ties have been well studied (6), it appears to be a highly specific DNA stain,
and its fluorescence decay is slower than that of Hoecht 33258. Reports of
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nonspecificity (7) are thought to be because of overstaining and/or insufficient
permeabilization. Without adequate permeabilization, the stain becomes spe-
cies and culture specific. However, with ample permeabilization and when
staining conditions are held constant, sensitivity is sufficient for the analysis of
the smallest bacteria, with a high degree of repeatability and without signifi-
cant interspecies variability due to differences in cell envelope permeability
(8). It should also be noted that since the AT/CG ratio varies between organ-
isms, only an approximate or “apparent” DNA content value is obtained, but
this error appears to be small for the bulk of aquatic bacteria (9).

The effect of temperature on membrane permeability was investigated in
the development of these protocols (data not published). These data indicate
that 10 C is sufficient to reach near-plateau levels of DAPI fluorescence in
preserved organisms treated with Triton X-100.

Preservation of the organisms with formaldehyde increases the light-scatter
intensity of bacteria due to additional mass resulting from aldehyde–protein
crosslinking, and changes the refractive index of the organism (2). Formalde-
hyde treatment also permeabilizes the cell envelope and is essential because
DAPI penetration, even with the addition of Triton X-100, is marginally ade-
quate in lithotrophs (1). If there is doubt about a particular species, examine the
kinetics of staining over an increase in permeabilization conditions. While con-
ditions specified do not attain perfect plateau in signal, and thus require careful
control of staining time and temperature, lithotrophs remain mostly unstained
without Triton X-100. Fluorescence increases rapidly during the first few min-
utes, then slows. The concentration of DAPI is adjusted so that the rapid stain-
ing period requires at least 10 min to ensure that fluorescence is the result of
high-affinity AT triplet sites. By extending staining time to 1 h, the exact stain-
ing time remains important but becomes less critical. Formaldehyde-treated
and refrigerated Escherichia coli (ATCC 33849) and Cycloclasticus
oligotrophus cells were indistinguishable after several months of storage when
compared to cells that were freshly preserved from either freshwater or saltwa-
ter media, on the basis of dry mass (2,8) or apparent DNA content. All samples,
both reference and unknown, should be preserved in the same manner to
improve quantitative values.

Consideration must also be given to media chemistry. Owing to salt effects
on the DAPI–DNA binding constants, the fluorescence intensity changes with
the ion content of the medium. This is particularly true for aquatic bacteria,
given the differences between freshwater and marine environments. For this
reason, the internal standard must be calibrated to the DNA standard organism,
in a medium of the same ionic concentration as that of the unknown samples to
be analyzed.
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Instrument sensitivity is also a factor in the measurement of the ultrasmall
aquatic bacteria. Maintaining the system at peak performance is necessary for
their detection. Measurements in our laboratory are obtained with a modified
Ortho Cytofluorograf IIs equipped with a 5-W argon laser. Computerized
operation is accomplished with Cicero system and Cyclops software
(Cytomation, Inc.). The laser is tuned to multi-line ultraviolet operating at 100
mW output. An adjustable beam-shaping and focusing lens is used to narrow
the beam width, increasing illumination intensity and decreasing illumination
of the sheath fluid, resulting in a reduction of background noise. The signal-
to-noise ratio is further improved by filtering the sheath fluid through a 0.1 mm
filter.

Light scatter in the forward direction is segregated from the laser beam by a
vertical 1.5-mm beam-blocker bar, then reflected by a 424-nm long-pass dich-
roic filter through a 310 to 370 nm bandpass filter, and focused onto a shielded
fiber-optic cable leading to a photomultiplier detector (Hamamatsu #R1104).
Orthogonal or 90 light scatter, used to evaluate the frequency of 0.96-mm
internal-standard microspheres for determining flow rates and populations, is
isolated with a similar optical filter set to that of the forward direction and
focused onto an unshielded fiber-optic cable connected to a second photomul-
tiplier detector. Blue fluorescence from DAPI–DNA complex and the 0.60-mm
internal-standard microspheres is collected orthogonally by passing through a
424-nm long-pass dichroic filter and a 450 to 490 nm bandpass filter to a third
unshielded fiber-optic cable and photomultiplier detector unit (Fig. 1).

Logarithmic amplifiers with a dynamic range of 3.5 decades are calibrated
to establish the range of linearity between signal input and numeric response.
Data acquisition, analysis, and storage utilize PC-based software (Cytomation,
Inc.). Acquisition is triggered by DAPI–DNA blue fluorescence to eliminate
the forward light scatter signals from nonfluorescent debris.

Conversion of 256 channels resolved by the logarithmic amplifiers to 103.5

linear channels is accommodated by the software, and mean linear values for
the forward light scatter and DNA-bound DAPI fluorescence intensity of each
particle are analyzed and assigned to the appropriate channel, and recorded.
Detected signals are electronically plotted, and resulting subpopulations are
evaluated for fluorescence intensity. Ratiometric comparison of the mean
DAPI–DNA fluorescence intensity of a subpopulation to that of the 0.60-mm
internal-standard microspheres fluorescence normalizes among samples,
accounts for instrument drift, and gives apparent DNA content of the subpopu-
lation.

DNA content is determined from DAPI–DNA fluorescence intensity and
standardized to the relative fluorescence intensity signal of E. coli (ATCC, cat.
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no. 33849) with a known genome size of 4.7 Mbp, or 5.17 fg (10,11), and a GC
content of 50 mol%. To account for the effects of medium salinity on DAPI
fluorescence intensity, which amounts to a 10–30% reduction with increases in
salt concentration, standards are prepared in the analyzed medium using pre-
served freshly stained E. coli. Linear regression analysis of modal values of
integral numbers of chromosome copies gives the fluorescence intensity asso-
ciated with single chromosome copy, which is then related to the fluorescence
intensity of the internal-standard 0.60-mm microspheres. Cellular DNA con-
tent for other strains or subpopulations within a culture are obtained
ratiometrically from the mean DAPI–DNA fluorescence intensity of the sub-
population and the mean fluorescence intensity of the 0.60-mm internal-stan-
dard microspheres, with a correction for AT bias of DAPI based on their G + C
contents (8).

Cultivation of the DNA standard, E. coli, under conditions producing poly-
ploidy subpopulations within a single culture is needed to calibrate the fluores-
cence signal produced by the 0.60-mm internal-standard latex microspheres.
Polyploidy subpopulations are produced in culture by adding rifampicin (Rifa-
mycin AMP) to a rapidly growing, log-phase culture (12). Once preserved in
0.5% (W/V) formaldehyde, this culture is used to calibrate the 0.60-mm inter-
nal-standard microspheres and as a control for each day’s runs, allowing
adjustments for differences in stain preparations and instrumentation.

2. Materials
2.1. Escherichia coli DNA Standard

1. E. coli DH1 (ATCC, cat. no. 33849).
2. Glass-distilled water.
3. NH4Cl.
4. KCl.
5. Na2HPO4.
6. KH2PO4.
7. NaOH.
8. Nutrient broth (Gibco, cat. no. 0003-01). Autoclave and store at 4 C.
9. Dimethylsulfoxide (DMSO).

10. Rifampicin (Sigma, cat. no. R 3501). Caution (see Note 1).
11. M9 minimal culture medium (see Note 2).
12. 37% Formaldehyde as commercially supplied.

2.2. Internal-Standards Calibration

1. 0.96 mm Microspheres: Poly Science’s 1.00 m Fluoresbrite™ YG Microspheres,
Calibration Grade #18860 (see Notes 3 and 4).
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2. 0.60 mm Microspheres at a concentration of 1 ¥ 108: Poly Science’s Flow Check
High Intensity Alignment Grade Particles 0.50 mm (YG) #23516 (see Notes 3, 5,
and 6).

3. Internal-standard stock solution; a mixture of 0.96 mm and 0.60 mm microspheres,
with the concentration of 0.96 mm microspheres at 1 ¥ 107/mL and the concentra-
tion of 0.60 mm microspheres 1 ¥ 107/mL or slightly less in freshly filtered glass
distilled water (see Notes 4 and 6).

4. Internal-standard working solution; mixed fresh daily. 0.96 mm microspheres at a
concentration of 1 ¥ 106/mL and 0.60 mm microspheres at a concentration of 1 ¥
106/mL or slightly less (item 3) in freshly filtered glass-distilled water (see Note 6).

5. 4',6-Diamidino-2-phenylindole (DAPI). Aqueous stock solution of 0.5 mg/mL
DAPI, stored frozen and protected from light (see Note 7).

6. Triton X-100: 5% (v/v) aqueous solution of Triton X-100, stored frozen (see
Note 8).

7. DAPI/Triton X-100 staining solution: 50 mL DAPI stock solution (item 4) into 1
mL Triton X-100 stock solution (item 5), mixed and filtered through a 0.2 mm
filter immediately before use daily, in the dark.

8. E. coli DNA standard cell suspension at £ 1 ¥ 107/mL. Stock of rifampicin-treated
cells, preserved with formaldehyde to a final concentration of 0.5% and refriger-
ated at 4 C.

9. Sheath fluid: glass-distilled water or basal medium filtered through a 0.1 mm
filter.

2.3. Sample Analysis

1. A 5-W argon laser tuned to UV emission (351.1 and 363.8 nm) at 100 mW power
output and equipped with the focusing lens and filter train as described in Fig. 1.

2. Internal-standard stock mixture of 0.60-mm and 0.96-mm microspheres, with the con-
centration of 0.96 mm microspheres at 1.0 ¥ 106/mL (Subheading 2.2., item 3).

3. Filtered basal medium: M9 for fresh water, SAS for salt water. Filtered through a
0.2 mm filter immediately before use.

4. Filtered glass-distilled H2O: filtered through a 0.2 mm filter immediately before
use.

5. DAPI/Triton X-100 staining solution: filter and freshly prepared (Subheading
2.2., item 6).

6. E. coli DNA standard. A stock of rifampicin-treated cells, preserved and stored at
4 C in the dark (Subheading 2.2., item 7).

3. Methods
3.1. E. coli DNA Standard

1. Inoculate 50–100 mL of 50%-strength nutrient broth with E. coli DH1 (ATCC,
cat. no. 33849) from frozen glycerol stock to produce a healthy inoculum for the
experiment. Incubate at room temperature on a shaker table to provide good aeration.

2. When growth (turbidity) is observed, determine the population and biomass of
the culture by Coulter counter or spectrophotometer.



44 Pernèy, Robertson, and Button

3. Use the culture to inoculate three cultures at an initial biomass of 0.01, 0.1, and 1
mg wet/L.

4. Incubate the cultures overnight at room temperature on a shaker table.
5. In the morning, analyze each culture two or three times over a period of 3–4 h by

Coulter counter, spectrophotometer, or epifluorescence microscopy to estimate
the growth rate.

6. Select the best culture to treat with rifampicin according to the following criteria:
a. Culture is in log phase.
b. Biomass at least 10 times the biomass at t = 0 h.
c. Culture is unlikely to reach stationary phase before you use it to inoculate the

rifampicin treated medium.
7. Rifampicin stock solution: Dissolve rifampicin in DMSO to make the most

concentrated stock solution possible, minimizing the amount of DMSO added to
the culture. Add enough to 10 mL of M9 minimal culture medium to give a final
concentration of 150 mg/mL (see Notes 1 and 9).

8. Inoculate the rifampicin-treated medium with E. coli at a biomass approx 20 mg
(wet)/L or approx 1 ¥ 107 cells/mL. It is always wise to make replicate cultures.

9. Inoculate rifampicin-free controls.
10. Measure the growth rate of all the cultures and determine when growth in the

rifampicin-treated culture has ceased.
11. Allow enough time for DNA replication to be completed, 4–6 h after the biomass

has ceased to increase.
12. Harvest the cells by centrifugation (10 min at 10,000g), resuspend them in fil-

tered (0.2 mm) M9 medium, and preserve with formaldehyde to a final concentra-
tion of 0.5% (w/v).

13. Check for polyploidy subpopulations by flow cytometry. Samples should be pre-
served with formaldehyde and refrigerated at 4 C for at least 12 h before evalua-

Fig. 1. Optical schematic. Laser beam is modified by cells in the sample chamber at
lower right. Light scattered in the forward direction is focused around the blocking bar
to one of three photomultipliers (PMTs). Side scatter is deflected by the long pass (LP)
dichroic (D). The DAPI signal is purified by a band pass filter (BP), all at wavelengths
shown.
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tion. The selected standard culture should be kept refrigerated at 4 C, to be used
as stock DNA standard (see Notes 10–12).

3.2. Internal-Standard Calibration

1. Set up and align the flow cytometer as described in Subheading 3.3.
2. Controls: system equilibration and negative controls should be run as described

in Subheading 3.3.2.
3. “EC” E. coli DNA standard (rifampicin treated) cultures: transfer 0.6 mL of a

formaldehyde-fixed E. coli DNA standard culture diluted to approx 1 ¥ 105/mL
cellular concentration with filtered (0.2 mm ) basal M9 medium into a sterile, 1.5-
mL microfuge tube. Treat and analyze as a sample (Subheading 3.3.1.).

4. Adjust gains for blue fluorescence and forward scatter so that all polyploidy popu-
lations are on scale.

5. Repeat “C” resetting the gains as described in Subheading 3.3.
6. Repeat E. coli DNA standard “EC” in order to establish the fluorescence value of

n1 cells when the gains are in the range of those used during sample analysis.

The apparent DNA content of organisms being analyzed is calculated from
their DAPI–DNA fluorescence as compared to standard cells in the presence
of fluorescent microspheres used as an internal standard.

The relationship above makes it possible to equate the fluorescence inten-
sity of the internal standard to that of an unknown, but only if the internal-
standard fluorescence intensity has been accurately calibrated to the
fluorescence intensity of a known sample. The fluorescence intensity per 5.17
fg DNA chromosome in the E. coli standard is determined by regression analy-
sis of the mean fluorescence intensities of the resolved subpopulations con-
taining multiple chromosome copies (13). The greater the number of integral
genome subpopulations within the culture, the greater the accuracy of the
genome relative fluorescence index resulting from the slope of n1 through nX.
Correlation coefficients of 0.999 are typical, but slopes vary among stain prepa-
rations and conditions (4). Therefore, the E. coli DNA standard should be
included in each day’s sample set (Subheading 3.3.2.).

3.3. Flow Cytometry

1. Alignment of flow cytometer: Using 0.96 mm microspheres with linear scaling
and pulse integration/area mode, optimize for forward scatter, orthogonal or 90
fluorescence, and 90  scatter, the filter train described in Fig. 1.

2. Data collection: Use logarithmic amplification, pulse integration/area mode. Blue
fluorescence from DAPI/DNA is collected at 90  to the beam through a 424 nm
long-pass dichroic filter and a 450–490-nm bandpass filter. Fluorescence inten-
sity is determined with a calibrated dynamic-range logarithmic amplifier with
acquisition triggered by fluorescence. Gains are set with reference to the 0.60-
mm-diameter internal-standard microspheres, and formaldehyde-preserved E. coli
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DNA standard. The gains should be set so that the 0.60-mm microspheres are in
the upper 15% to 25% of the logarithmic amplifier’s range for forward scatter
and as high as possible for blue fluorescence, but low enough that 1n E. coli
DNA standard remains on scale in both forward scatter and blue fluorescence.
Setting the gains in this way should place the 0.96-mm microspheres in the upper
10% or just above full scale. Adjust the gain for the 90 scatter detector so only
the 0.96-mm microspheres of region 9 are displayed in histogram 4.

3. Run each sample for 5–8 min at an event rate no greater than 50/s for a total of
6000 to 10,000 events. Record listmode data.

4. Histograms:
Histogram 1—Bivariant: Forward Scatter vs Blue Fluorescence with regions

for bacteria (region 1), 0.60-mm microspheres (region 8), and 0.96-mm
microspheres (region 9)

Histogram 2—Univalent: Forward Scatter gated inside region 1 of histogram 1
Histogram 3—Univalent: Blue Fluorescence gated inside region 1 of histo-

gram 1
Histogram 4—Univalent: 90  Scatter gated inside region 9 of histogram 1

3.3.1. Sample Preparation

1. Fix samples in formaldehyde at a final concentration of 0.5% (w/v) for at least
12 h before analysis.

2. Filter sample through a 1.0-mm filter.
3. Transfer 0.6 mL of formaldehyde-fixed and filtered sample to a sterile, 1.5-mL

microfuge tube. Label tubes (see Note 12).
4. Add 12 mL of staining solution to the sample to give 0.5 mg DAPI/mL, mix sample

well and incubate 1 h ± 5 min at 10 C in the dark. Label tubes with time of stain
addition.

5. Add 6 mL of daily internal-standard solution (Subheading 2.2., item 4)
microspheres, for a final concentration of 0.96-mm microspheres of 1 ¥ 105/mL,
vortex, and analyze.

3.3.2. Sample Array

1. “R” Rinse and reference: 0.6 mL of basal medium stained as a sample with inter-
nal-standard microspheres added to 10 times concentration of that used in sample
analysis, or 60 mL of daily internal-standard solution (Subheading 2.2., item 4)
for a final concentration of 6 ¥ 105/mL. Adjust gains in logarithmic scale during
system equilibration. Gains should be adjusted as described in Subheading 3.3.
(see Note 13).

2. “C” Negative control: 0.6 mL of basal medium stained and treated as a sample
with internal-standard microspheres added to a final concentration of 1 ¥ 105/mL
(6.0 mL of daily internal-standard solution), the same as that used for sample
analysis (see Note 14).

3. Numbered samples: 0.6 mL of sample as described in Subheading 3.3.2.
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4. “EC” E. coli DNA standard: Formaldehyde-fixed E. coli DNA standard culture
diluted to a population of 1 ¥ 105/mL with filtered (0.2 mm) basal M9 medium
(see Note 10).

3.3.3. Data Analysis

1. Calculations for apparent DNA content. For bacteria with unknown GC/AT ratio,
the GC content of the standard E. coli is used as an approximation.

2. DNA content:

(Iu/Is) ¥ (200/In1) ¥ 5.17 = fg DNA per cell

Where Iu = mean fluorescence intensity of sample
Is = mean fluorescence intensity of the 0.60-mm microspheres
In1 = mean fluorescence intensity of E. coli (single chromosome)
when corrected to mean fluorescence intensity = 200 for internal-
standard 0.60-mm microspheres.

5.17 = fg DNA per genome of E. coli (10,11).
For simplicity, all calculations are based on the fluorescence intensity of the 0.60-mm
microspheres of 200.

3. Correction for AT bias of DAPI (6). This correction is based on the statistical
probability of finding an AT triplet in a random sequence.

P = (1– A) An/1 – An

Where P = Probability of binding
A = Decimal proportion of AT content
n = Number of consecutive AT pairs needed for binding (DAPI: n = 3)

For E. coli, GC content is 50 mol% (8) or 51.7% (8,13)
0.0714 = (1 – 0.5) 0.53/1 – 0.53

If AT = 0.517, P = 0.0657
If GC content of a bacterium is 40 mol% and the apparent DNA content is 5 fg
per cell, then P = 0.110 and DNA content corrected for GC content is:

DNA = (PE. coli/PBact.) DNAapp; DNA = (0.0714 / 0.110) 5 = 3.2 fg per cell

4. Notes
1. Rifampicin (Rifamicin AMP) poses a serious safety hazard. Please read the Mate-

rial Safety Data Sheet available from the product distributor.
2. M9 medium (minimal culture medium for freshwater organisms). In 500 mL

glass-distilled water: NH4Cl, 0.5 g; KCl, 0.75g; Na2HPO4, 2.855 g;  KH2PO4,
1.25 g. Adjust the pH to 7.5 with 1 M NaOH, autoclave, and store at £ 10 C.
The above is not a complete medium. For more information, see ref. 14.

SAS medium (basal saltwater medium): NaCl, 30.0 g/L; MgCl2-6H2O, 1.0 g/
L; Na2SO4 (anhydrous), 4.0 g/L; KCl, 0.70 g/L; CaCl2–2H2O, 0.15 g/L; NH4Cl,
0.50 g/L; NaHCO3, 0.20 g/L; KBr, 0.10 g/L; SrCl2–6H2O, 0.04 g/L; H3BO3, 0.025
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g/L; MOPS buffer, 2.09 g/L. Autoclave. Adjust pH to 7.9 with 10 N NaOH. The
above is not a complete medium. Phosphate and trace metals are autoclaved sepa-
rately and added cold. For more information, see ref. 5.

3. Poly Science’s microspheres are not exactly 1.0 mm or 0.50 mm in size. Each
production lot varies in size and fluorescence.

4. Microsphere selection is very important. The microspheres used should be as
uniform as possible and should not produce signal in the range of that produced
by the target bacteria. The concentration of these microspheres is also important,
as they are used to determine the sample population concentration. Verify the
concentration of microspheres by Coulter counter.

5. These microspheres are the internal relative fluorescence standard, which is cali-
brated to the E. coli DNA standard.

6. Store microsphere stock suspensions with a concentration of 1 ¥ 108/mL of 0.96
mm and approx 1 ¥ 107/mL of 0.60 mm in the dark in the refrigerator. Working
internal-standard solutions can be made by diluting the internal-standard stock
solution at a ratio of 1:10 in freshly filtered glass-distilled water, giving a final
concentration of 0.96-mm and 0.60-mm microspheres of 1 ¥ 107/mL. This will
enable the addition of 6.0 mL of working internal-standard solution to a 0.6-mL
sample yielding an internal-standard concentration of 1 ¥ 105/mL for the
ratiometric determination of bacterial population.

7. 500 mL aliquots of stock solution can be made up and used as needed. DAPI
stock solution should be protected from light. Stock solutions can be stored for
up to 3 mo at –4 C.

8. 1-mL Aliquots of Triton X-100 can be made up and used as needed. Stock solu-
tions can be stored for up to 3 mo at –4 C.

9. Mix 0.150 g Rifamicin AMP to 1.0 mL DMSO. This can then be added to cul-
tures at a rate of 1.0 mL to 10 mL of culture.

10. Stained with DAPI and analyzed by flow cytometry, polyploidy subpopulations
with integral numbers of genome should be visible. Rifampicin inhibits the ini-
tiation of replication. In rapidly growing E. coli, more then one node for replica-
tion initiation can be formed on the chromosome (8). When rifampicin is
introduced, replication of each node will continue until complete, but initiation
of further replication will not occur. In the method described above, before the
addition of rifampicin, there should be cells in which the single chromosome has
no nodes for replication. They will retain their single chromosome (1n). Those
cells containing a single chromosome, with replication initiated at a single node,
will complete that replication after the addition of rifampicin, producing cells
with two genome copies (2n), and so on.

11. Alternative E. coli DNA standard prep: (1) In 50 mL of 50% nutrient broth start
a fresh inoculum culture of DH 1; place in a 37 C shaker incubator. (2) After 20 h
growth, use 10 to 20 mL of this culture to inoculate 30 to 60 mL, respectively, of
50% nutrient broth. Place this new subculture into a 37 C shaker incubator. (3)
After 2.5 h in the incubator, remove a 10-mL subculture and add Rifampicin to a
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final concentration of 150 mg/mL. Label and place back into the shaker incuba-
tor. (4) Repeat step 3 every 30 min for 60-mL culture or every hour for 30-mL
culture. (5) Incubate all subcultures overnight at 37 C in a shaker incubator. (6)
Harvest cells from each subculture by centrifugation at 10,000 rpm for 10 min.
Draw off superanate and resuspend cell pellet with filtered (0.2 mm) basal M9
medium and fix with formaldehyde. Samples should be preserved with formalde-
hyde for at least 12 h before evaluation by flow cytometry as described in Sub-
heading 3.1. (7) Evaluate each subculture for polyploidy by flow cytometry as
described in Subheading 3.1.

12. Laboratory cultures should be diluted to approx 1 ¥ 106 cells/mL with filtered
(0.2 mm) basal medium. Aquatic samples are usually dilute enough for direct
analysis by flow cytometry after preservation.

13. “R,” the Rinse and reference, is used to equilibrate the sample stream to DAPI
and to give a reference in gain adjustment for that day’s sample analysis.

14. “C” is a negative control and is used to evaluate the ambient noise level in the
target range of the organisms to be analyzed.
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DNAs in Environmental Samples Using Microspheres
and Flow Cytometry
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1. Introduction
Complex mixtures of nucleic acids occur in numerous systems, including

environmental samples (e.g., groundwater, sediment), skin, feces, and blood.
Often, it is desirable to be able to identify and measure the amount of a particu-
lar analyte DNA in a mixture. When there are multiple analyte DNAs of inter-
est, multiplexing techniques can speed up the analysis.

This chapter describes protocols associated with a microsphere-based
method for multiplexed detection and quantification of analyte DNAs in PCR
products obtained from environmental DNA extracts. Very often the concen-
trations of target DNAs are low. The basic principles have been described in
(1,2). The method involves the following elements: microscopic polystyrene
beads bearing carboxyl groups on the surface, two or three fluorophores for
multiplexed detection, and flow cytometry instrumentation. One or two classi-
fication fluorophores (e.g., red and IR dyes) are impregnated within the beads
in varying discrete amounts, thereby creating distinct bead types, each with a
unique spectral code. The DNA hybridization assay is conducted on the sur-
face of the beads, and another fluorophore is attached to the DNA amplicon as
the reporter. The reporter fluorophore has a distinct fluorescence (e.g., green
or orange), which can be detected by a flow cytometer separately from the
classification fluorescence. In flow cytometry, the beads are directed single
file into a thin fluid column, where they are interrogated one at a time by a
laser.
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An oligonucleotide (“capture probe”), designed to be complementary to a
particular target sequence, is attached to the surface of a unique bead type,
creating a “bead probe.” The analyte consists of a mixture of DNA amplicons,
some of which are targeted by distinct capture probes. By mixing different
microsphere types in a single hybridization reaction and exposing them to the
same analyte, direct hybrid capture occurs between matching capture probes
and amplicons. The target DNAs are labeled with a reporter dye either prior to
capture (direct labeling) or after capture (indirect labeling). Using flow
cytometry, multiplexed detection is accomplished through simultaneous mea-
surements of the red, IR, and reporter emission intensities, and the forward
(optional) and side scatter. Detection times are typically a few seconds to a few
minutes per hybridization reaction.

A number of multiplexed, flow cytometric DNA assays have been reported
in the literature, mostly for single nucleotide polymorphism analysis for medi-
cal applications (3–13). In our work, the stress is on quantitative analyses of
mixtures of analyte amplicons from environmental samples. The overall pro-
cedure is as follows:

1. Collection of environmental samples.
2. Extraction of DNA from environmental samples.
3. PCR amplification of environmental DNA and purification of PCR product.
4. Exonuclease digestion to prepare ss-PCR products.
5. Attachment of capture probes to beads.
6. Hybridization and fluorescence labeling of PCR products to bead probes.
7. Flow cytometry detection of the beads with labeled hybrids.
8. Raw data processing.
9. Determination of the amounts of individual target amplicons in the PCR product.

This chapter describes steps 3–9 from the point of view of developing a new
assay. We assume that the reader has a method for collecting samples and
extracting the DNA. We use the Bio 101 SPIN Kit for Soil for sediment and
groundwater samples, and a similar bead-beater-phenol extraction method for
fecal specimens. Also we assume the reader has PCR primers and a protocol to
amplify community DNA, and has designed capture probes specific for the
desired target molecules. Most of our work has used universal bacterial prim-
ers flanking various regions of the 16S rRNA gene, and we will use this
example to illustrate the basic procedures. Although we have worked with vari-
ous reporter dyes and assays, the main focus in this chapter is on indirect label-
ing with streptavidin-R-phycoerythrin (Fig. 1) which can be detected on the
Luminex 100 and Becton Dickinson FACSCalibur flow cytometers (or equiva-
lent). We also discuss standards that we use to compare results at different time
points and between different instruments. Basic procedures for quantifying tar-
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get amplicons are described. In all protocols, we concentrate on commercially
available products that can be readily used in other laboratories.

We also wish to note several other developments related to flow cytometry
detection of DNA on bead surfaces. There is the potential to clone captured
amplicons, which may expedite the search for new genes in environmental
samples. A single bead probe can be used in a hybridization reaction (14), or
multiple bead probes can be separated with a cell sorter. Multiplexed detection
of RNAs for gene expression studies has been reported (15). Improved capture
of target DNA was accomplished with peptide nucleic acid (PNA) capture
probes attached to beads (16). Chandler et al. have used these beads in an auto-
mated, renewable hybridization column (17), which has been interfaced to a
Luminex 100 (personal communication).

2. Materials
The typical work area is located in a hood, and contains a vortexer,

microcentrifuge, two dry heat baths with conical wells to accommodate 1.5-mL
microfuge tubes, one water bath, and a timer. For all steps, only molecular-
biology-grade water (Gibco) is used.

1. Oligonucleotide capture probes, synthesized with a 5'-unilinker (Oligos Etc. or
Operon), 200 mM in water, store at –20 C.

2. Fluorescent, carboxylated, polystyrene beads (5.5–5.6 m in diameter), store at
4 C (see Note 1):

Red/infrared beads (Luminex Corp.), assorted (see Note 2).
Red or infrared beads (Molecular Probes), assorted.
Plain beads (Bangs Laboratories).

3. PCR reagents and PCR purification:
Community DNA in water or TE (10 mM Tris-HCl, pH 8.0, 1 mM EDTA).
Biotinylated, phosphorothioated forward PCR primer in water.
Reverse PCR primer in water.
dNTP.

Fig. 1. Direct hybrid capture and fluorescence labeling on microspheres. Capture
probes are attached at the 5' end to the surface of spectral-coded fluorescent polysty-
rene microspheres. The beads are then exposed to an analyte consisting of a mixture of
single-stranded biotinylated amplicons. Direct hybrid capture occurs between match-
ing capture probes and targets. After capture, the target amplicons are labeled with
streptavidin-R-phycoerythrin (SA-PE).
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Taq polymerase and 10X buffer (see Note 3).
5 mg/mL Bovine serum albumin (see Note 4).
QIAquick PCR purification kit (Qiagen).

4. Gel reagents:
Low DNA Mass Ladder (Life Technologies, cat. no. 10068-013).
Agarose gel equipment, TAE buffer, loading dye.
Digital imaging and quantification system.

5. Attachment:
EDC (1-ethyl-3-[3-dimethyaminopropyl] carbodiimidehydrochloride; Pierce)

(see Note 5).
MES, 0.1 M, pH 4.5 (2-[N-morpholino] ethanesulfonic acid, Sigma) (see

Note 6).
0.02% Tween-20 (Pierce).
0.1% SDS (sodium dodecyl sulfate) (i.e., 1 mg SDS in 1 mL water).
Coulter counter or hemacytometer.

6. T7 gene 6 exonuclease (U.S. Biochemical Corp.) and 5X exonuclease buffer (200
mM Tris-HCl pH 7.5, 100 mM MgCl2, and 250 mM NaCl), store at –20 C.

7. Hybridization and secondary labeling reagents:
1.5X TMAC buffer (see Note 7), store at room temperature.
Streptavidin-R-phycoerythrin (Molecular Probes), 1 mg/mL, store at 4 C. Do

not agitate.
8. Flow cytometry detection:

Sheath fluid (Luminex Corp. or Becton-Dickinson FACsFlow).
Ethanol, 70%.
Flow cytometer (e.g., Luminex 100 or Becton Dickinson FACSCaliber).
FCS Express v. 1.065 (De Novo Software) data analysis software, if using

Luminex.
CellQuest (Becton Dickinson) data analysis software, if using BD.
Spreadsheet software (e.g., Microsoft Excel) (see Note 8).

9. Commercial bead standards:
LinearFlow Orange Flow Cytometry Intensity Calibration Kit, 6 m (Molecu-

lar Probes, cat. no. L-14815).
Quantum R-PE MESF Medium Level Kit, 7.8 m (Bangs Laboratories, cat. no.

827A).
LinearFlow Green Flow Cytometry Intensity Calibration Kit, 6 m (Molecular

Probes, cat. no. L-14824).

3. Methods
3.1. Oligonucleotides

3.1.1. PCR Primers

Typically we use modified, universal PCR primers to amplify community
DNA. For example, for the 16S rRNA gene, universal and all bacteria sequences
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are shown in Table 1. Combinations used with the bead method are 8Fbs/533R,
8Fbs/907R, 338Fbs2/907R, 338Fbs2/1392R, 338Fbs2/1492R (see Note 9).

To prepare ss-PCR products at a later step (Subheading 3.4.), the forward
PCR primer is modified. As an example, for an indirect labeling assay using
SA-PE, the 338Fbs2 primer is synthesized with a 5' biotin modification, 12-carbon
linker, five phosphorothioate bonds (*), and reverse-phase high-performance
liquid chromatography purification (Synthegen, Inc.).

The reverse primer is unmodified with no special instructions for synthesis.

3.1.2. Capture Probes

To determine the capture probe sequences, we use literature sources and
various software, including the Wisconsin package (Genetics Computer Group,
Inc., Madison, WI); ARB (http://www.arb-home.de); Oligo (Molecular Biol-
ogy Insights, Inc., Cascade, CO); and Probemer (http://probemer.cs.loyola.edu).
The capture probes are designed to target specific sequences and to minimize
the length of homologous regions with nontarget sequences to < 8 nt. We have
not included degeneracies in the capture probes. The melting temperatures of
stem-loops and homodimers are less than the hybridization temperature (46 C).
We have tried oligos ranging from 16 to 31 nt in length, and have not found a
consistent pattern in performance based on length.

The capture probes are synthesized with a 5'-amino modification called
“unilinker” (Operon Technologies, Inc. or Oligos Etc.). They are reconstituted
in water to a concentration of 200 mM.

3.1.3. Helper Oligos

Variation in the magnitude of the signal is consistently observed among dif-
ferent capture probes for the same amount of pure strain target amplicons. We
assume that much of this variation is due to secondary structure in the target
DNA, which can block probe target sites and hybridization between capture

Table 1
16S rRNA Gene PCR Primers

Primer Sequence Target Reference

8Fbs 5'[biotin]*a*g*a*g*tttgatcmtggctcag All bacteria 18
338Fbs2 5'[biotin]*t*c*c*t*a cgg gag gca gc All bacteria 19
533R 5'ttaccgcggctgctggcac Universal 18
907R 5'ccgtcaattcmtttragttt Universal 18
1392R 5'acgggcggtgtgtrc Universal 20
1492R 5'ggttaccttgttacgactt Universal 18
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probe and target. Fuchs et al. (21) describe a method of using helper oligos to
increase hybridization signals. Helper oligos are short oligonucleotides that
bind the target amplicon adjacent to the probe target site. The helper oligos are
included in the hybridization reaction in amounts equivalent to the molarity of
the amplicon, and they compete with the probe target site for annealing to adja-
cent regions and thereby prevent secondary structure formation between these
adjacent sequences and the target site. Using this method, Fuchs observed sig-
nal increases of 4- to 25-fold in fluorescence in situ hybridization (FISH) with
helper oligos for different regions of E. coli 16S rDNA.

We have used alignments of target sequences for genus-specific capture
probes to determine whether regions adjacent to target sites are conserved and,
thus, are suitable locales for genus-specific helper oligos. If the regions adja-
cent to target regions are not conserved, species-specific helpers were designed
so that the temperature of dissociation (Td) of the helper was £5 C above that
of the capture probe.

Hybridization reactions using different combinations of control amplicon(s),
capture probe(s), and helpers, singly and multiplexed, showed variable signal
increases as high as 13.5-fold (Table 2). A given capture probe signal was
enhanced by its specific helper used alone or in a mixture of other helpers, but
its signal was not enhanced by nonspecific helpers.

3.2. Attachment of Oligonucleotides to Carboxylated Microspheres

Oligos with a 5'-amino modification can be covalently attached to carboxy-
lated beads using a procedure adapted from Luminex Corp (personal commu-
nication). For quantitative analyses, we prefer to work with small quantities of
beads that are used within 1.5 wk of attachment. This is due to aging of the
bead probes, in which there is degradation in the DNA hybridization signal
over time and an increase in noise. The bead probes can be used over a longer
period if the signals are large or if precise quantification is not needed.

3.2.1. General Information

All centrifugations are done at >10,500g for 60 s.
The wash steps are important in this assay for good reproducibility and

detection of low signals. Washing involves the following: Add a buffer to the
beads in the microfuge tube, vortex the mixture vigorously for a few seconds,
and spin. If enough beads are present, there should be a visible pellet or a
smear of beads on one side of the tube. To remove the supernatant, take a 200
mL pipet tip and slide it along the wall with no beads. If bubbles are present,
they need to be removed first. Remove as much of the supernatant as possible
without aspirating the beads. You may need to respin if the pellet becomes
loose.
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3.2.2. Procedure for Attachment

This takes about 1.5–3 h, depending on the number of bead types.

1. Select a set of bead types. We usually include a plain bead to determine the effect
of the internal dyes upon the background and hybridization signals.

2. For each bead type, pipet 1.25 × 106 carboxylated beads from the stock into a 1.5
mL microfuge tube and add water to a convenient volume (see Note 10). Wash
the beads.

3. Add 25 µL 0.1 M MES pH 4.5 to each tube. Vortex to resuspend the beads.
4. Add 0.5 nmol capture probe (e.g., 2.5 µL at 200 µM) to each tube. Vortex.
5. Make fresh EDC solution at approx 10 mg/mL. For example, weigh 8 mg EDC

and add 800 µL water. Vortex. EDC dissolves easily.
6. Add 1.25 µL fresh EDC solution to each tube. Vortex immediately. Cover with

foil to keep the tubes dark, and incubate at room temperature for 30 min. Discard
the EDC solution.

7. Repeat step 5 by making fresh EDC solution, adding 1.25 µL to each tube, and
incubating for 30 min.

8. During the incubations, prepare 0.02% Tween by combining 2 µL 10% Tween
with 1 mL water. You will need 500 µL for each tube of beads.

9. Also prepare 0.1% SDS by combining 100 µL 1% SDS with 900 µL water for a
total volume of 1 mL. You will need 500 µL for each tube of beads.

10. After the incubations, add 500 µL 0.02% Tween to each tube of beads. Wash.
11. Add 250 µL 0.1% SDS to each tube of beads. Wash.
12. Again add 250 µL 0.1% SDS to each tube of beads. Wash.
13. Resuspend the beads in 25 µL 0.1 M MES pH 4.5 to obtain a nominal final con-

centration of 5 × 104 beads/µL. Store beads at 4°C in the dark.
14. Important as the assay becomes more developed: Determine the bead concentra-

tion in each tube using a Coulter counter (1:5000 dilution) or a hemacytometer.

Table 2
Effects of Helper Oligos on Various Hybridization Reactions

Genus-specific
Capture capture probe
probe Standard strain ATCC no. sequence 8/533 388/1392

CC482 Clostridia clostridiforme 29084 5' gcttcttagtcaggtaccgt 1.0 (0.1) 0.9
LAA1023 Lactobacillus johnsonii 332 5' ctcttaggtttgcactggatgt n/a 4.9 (0.8)
BAC1195 Bacteroides vulgatus 8482 5' taagggccgtgctgatttgac n/a 2.8 (1.1)
BAC303 Bacteroides vulgatus 8482 5' ccaatgtgggggacctt 13.5 n/a

aNumbers refer to positions in the E. coli 16S rDNA sequence.

Fold signal increase

Amplicona
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3.3. PCR, Purification, and Gel-Based Quantification of Product

The PCR reaction mix should contain primers capable of amplifying a vari-
ety of sequences. The researcher should follow the protocol which works most
effectively for producing the desired amplicons. For example, we use 16S
rDNA universal primers (shown in Table 1) and the protocol described in Note
11. The PCR product is stored at 4 C and is never frozen.

In preparation for determining the background levels of the beads, it is best
to prepare a PCR reaction mix without DNA template (“PCR mix”).

Because the labeled primers can adhere nonspecifically to the surface of the
bead, resulting in higher background signals, we often purify the PCR product
to remove the unincorporated primers before introducing it to the beads. The
PCR mix is also purified in exactly the same way as the PCR product. After
testing four kits according to the manufacturer’s instructions, we found that the
QIAquick PCR purification kit works the best for this bead assay. The final
elution from the spin column is done with 50 mL water. The PCR product can
also be concentrated in this way (see Note 12).

The concentrations of purified or unpurified PCR products are determined
on an agarose gel stained with ethidium bromide and a titration of Low DNA
Mass Ladder. All reagents are vortexed briefly before each use. With a digital
imaging system, the bands closest in length to the amplicon are used to prepare
a standard curve. Knowing the volume of the PCR product and the length of
the sequence, we convert the number of nanograms into fmol/mL. For example,
a 570 bp PCR product has a molecular weight of 2 ¥ 570 ¥ 325 g/mol = 3.71 ¥
105 g/mol. If 60 ng of amplicons are dissolved in 4 mL diluent, the concentra-
tion of the amplicons is 60 ¥ 10–9g/4 mL/(3.71 ¥ 105 g/mol) = 40.5 fmol/mL.

3.4. Exonuclease Digestion, Hybridization, and Labeling

The most common DNA hybridization procedure that we use involves direct
hybrid capture of single-stranded (ss), biotinylated target molecules by the cap-
ture probes on the bead surface. The use of ss-PCR products greatly improves
the hybridization efficiency (1). After capture, the target molecules are labeled
with streptavidin-R-phycoerythrin (SA-PE). With good laboratory technique
and careful data processing, several hundred amols of specific target amplicons
in a PCR product can be detected. But generally we recommend that the
researcher use 50–200 fmol in the preliminary studies.

In the preparation of ss-PCR products, T7 gene 6 exonuclease is added to
the ds-PCR product. The 5'-to-3' hydrolytic activity of exonuclease is inhibited
by the phosphorothioate bonds on the forward PCR primer. The strand without
the modifications is digested (22). The reaction is stopped by heating to 95 C.
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In the protocol below, there are three general aspects which should be noted.
First, careful washing, described in Subheading 3.2., is critical for good repro-
ducibility and improved lower detection limit. The washes eliminate excess
PCR primers and SA-PE, both of which can adhere nonspecifically to the bead
surface. Second, all of the pipeting should be done quickly. The tubes should
be left open for as short a time as possible. Third, the incubation time for label-
ing should be as uniform as possible.

3.4.1. Preparation

1. Biotinylated PCR products, purified or unpurified. Vortex briefly before use.
2. Set of bead probes.
3. 1.5X TMAC, pH 8.5. Warm to dissolve crystals.
4. 5X Exonuclease buffer. Thaw.
5. Equilibrate heat block 1 to 37 C for exonuclease digestion.
6. Equilibrate heat block 2 to 95 C.
7. After exonuclease digestion, increase block 1 to 46 C.
8. Set centrifuge to approx 13,000g, 90 s.

3.4.2. Protocol for Exonuclease Digestion of PCR Product Prepared
From a Phosphorothioated Primer

1. Prepare reaction mix with a total volume in each tube of 17 mL: 13.26 mL PCR/
diluent + 3.4 mL 5X exo buffer + 0.34 mL exonuclease (see Note 13). Vortex
briefly. Spin briefly or tap the tubes to collect the liquid at the bottom.

2. Incubate at 37 C for 45 min.

3.4.3. Protocol for DNA Hybridization

1. Resuspend beads in a single tube containing 1.5X TMAC. Calculate the total
quantity assuming 34 mL per tube and approx 5000 beads of each type (see Note
14) per hybridization reaction. Include enough for a no-DNA control (PCR mix;
see Note 13). Vortex. Keep at 46 C. (If helper oligos are used, they may be added
at this stage.)

2. Place exonuclease/ss-amplicon mixture in 95 C heat block.
3. Incubate at 95 C for 10 min. Quickly spin to pull down condensation, and reheat

at 95 C for 1–2 min.
4. With the ss-amplicons (target) still in the heat block at 95 C, add 34 mL of the

bead/TMAC mixture to each tube with target DNA. Vortex immediately and
place in 46 C heat block. The total volume in each tube is now 51 mL.

5. Incubate at 46 C for 2 h. (Optional: Vortex briefly after 1 h.)

3.4.4. Protocol for SA-PE Labeling (see Note 15)

1. Prepare 1X TMAC assuming 1.8 mL for each hybridization reaction. Keep 1X
TMAC at 46 C.
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2. Prepare 1:50 SA-PE solution in 1X TMAC. Pipet SA-PE from the middle of the
stock. Do not shake the stock. Calculate the total quantity assuming 11.76 mL of
1X TMAC and 0.24 mL of SA-PE (1 mg/mL stock) for each hybridization reac-
tion. Vortex. Cover with foil. Let it sit at room temperature.

3. Make sure the flow cytometer is warmed up.
4. Intermediate wash: Add 500 mL of 1X TMAC to first hybridization reaction with

beads/DNA, vortex, load centrifuge. Repeat for all hybridization reactions. Spin.
For the first hybridization reaction, look at the pellet, aspirate the fluid, and store
the hybridization reaction at 46 C. Repeat for the other hybridization reactions.

5. Add 12 mL SA-PE solution to the first hybridization reaction. Vortex immedi-
ately and place it back in the 46 C heat block. Start the timer for 10 min. Con-
tinue to the other hybridization reactions, noting the amount of time to complete
the whole process.

6. Wash 1: Add 500 mL of 1X TMAC to the first tube. Vortex, load centrifuge.
Repeat for the other hybridization reactions. This process should take as long as
step 5. Spin. Look at the pellet. Aspirate the fluid from each tube.

7. Wash 2: Add 500 mL of 1X TMAC to all tubes. Vortex, centrifuge. Aspirate the
fluid from each tube.

8. Resuspend the beads by adding 46 C 1X TMAC (70 mL for Luminex detection,
200 mL for BD detection) to each tube. Vortex. Put the tubes back at 46 C to
prevent crystalization. Detect on flow cytometer (see Notes 16 and 17).

3.5. Flow Cytometry Detection

We have conducted the bead assay on two flow cytometers with different
laser excitation and detection filters: the Luminex 100 and the Becton
Dickinson FACSCaliber. Recommendations for operating each cytometer are
described below.

3.5.1. Luminex 100 Flow Cytometer

This instrument uses an excitation wavelength of 532 nm and an emission
wavelength of 575 ± 10 nm for the reporter signal (RP1 channel). Classifica-
tion emission of beads is excited at 635 nm and is detected at two spectral
ranges: 658 ± 10 nm (CL1 channel) and 720 nm (CL2 channel). The software
version is 1.7. Appropriate beads and detection channels are shown in Table 3.

When developing a quantitative bead assay for DNA, we prefer to adjust the
reporter PMT voltage and create a dot plot of classification color vs reporter
signal showing all of the bead types used in the assay. This is not the standard
mode of operation for the instrument, but has the advantages that (1) we can
see the quality of many bead distributions at the same time; (2) we can use
plain (unstained) beads to determine the effects of the internal dyes on back-
ground and hybridization; and (3) we can use bead standards and fluorescent
microspheres from different companies because we are not restricted to the
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Luminex bead map. With proper selection of classification colors, we often
work with approx 12 bead types because they can all be displayed without
overlap on the dot plot. We must, however, analyze the raw data files after
acquisition because the Luminex software cannot calculate numbers associ-
ated with non-Luminex beads (see Note 18).

For general operational details, the researcher should follow the
manufacturer’s instructions for warming up, calibration, washing, and gating
the beads based on side scatter (doublet discriminator mode) to select the mono-
mers. We normally choose the following:

Number of events is set to 1000 ¥ N, where N is the number of bead types
Volume sample = 30 mL
Flow rate = fast (default)
RP1 PMT = 700 V
Parameters for the other detectors (DD APD, CL1 APD, CL2 APD, and thresh-

old) are set automatically when the instrument is calibrated according to the
Luminex instructions.

dot plot abscissa: reporter
dot plot ordinate: CL1 or CL2, depending on choice of beads

Before running the samples, we run 1X TMAC to check if there are residual
beads in the flow cytometer. For each sample, the instrument produces a sepa-
rate run file containing data for each hybridization reaction.

The manufacturer can provide instructions for saving the session containing
the run files, ending the session, and washing the instrument.

Table 3
Detection Channels for Various Commercial Beads

Beads

Molecular Molecular
Bangs plain Luminex Probes red Probes IR

Instrument beadsc Red/IR beads beadsc beadsc

Becton FL3 FL3 and FL4a FL3 FL3b

Dickinson FL4
FL3 and FL4a

Luminex 100 CL1 CL1 CL1 CL2
CL2 CL2 CL2 CL1 and CL2a

CL1 and CL2a CL1 and CL2a CL1 and CL2a

aBoth detection channels need to be set simultaneously.
bAuthors acknowledge Yu-Zhong Zhang at Molecular Probes, Inc. for the data.
cThese beads will not fall on the Luminex bead map.
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For all of our data, we postprocess the run files by setting gates on the fol-
lowing: (1) the monomer population based on DD; (2) each bead type based on
CL1 and CL2; (3) the bead population with the reporter signal indicative of
DNA hybridization (see Note 19) to determine the mean and statistical charac-
teristics of the distribution. For fast postprocessing, we use in-house software.
Slow, careful data analyses can be accomplished with FCS Express software.
An example of the dot plots is shown in Fig. 2.

3.5.2. Becton-Dickinson FACSCalibur

Two lasers are available: 488 nm and 635 nm. The emission filters are: 530
nm ± 15 nm at FL1, 585 nm ± 21 nm at FL2, 670 nm at FL3, and 661 nm ± 8
nm at FL4. Appropriate beads and detection channels are shown in Table 3.

Voltage settings: FSC = E00 (no signal amplification), SSC = 350, FL1 =
628, FL2 = 610, FL3 = 300, and FL4 = 500. The FL1 and FL2 channels are
used to detect the reporter dyes fluorescein and SA-PE, respectively.

Thresholds for FSC (forward scatter), FL1, FL2 and FL3 were set at the
default of 52. The SSC (side scatter) threshold, selected as the primary param-
eter, was set at 70.

Flow rate was set on high (= 60 mL ± 6 per min).
Sheath fluid was FACsFlow.

Fig. 2. Multiplexed fluorescence detection of the bead-probes with the Luminex
100. (Reprinted from ref. 2). The graphs were obtained with FCS Express. The dot
plots show the orange reporter signal and the red bead classification intensities. (A)
Negative control (PCR mix only). (B) Analyte containing 16S rDNA from contami-
nated groundwater.  Designation XXX/YYY means that the YYY capture probe was
attached to bead type XXX.
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Between samples, 1X TMAC (45 C) is run for 30 s to remove residual beads
from the flow system. No beads are detectable after this washing procedure.
After use, the FACSCaliber is cleaned according to the manufacturer’s specifi-
cations.

Becton-Dickinson CellQuest software is used to collect and analyze data.
An example of multiplexed detection is shown in Fig. 3 for five types of
Molecular Probes red beads with captured DNA labeled with SA-PE. We plot
FSC (x axis, log scale) vs SSC (y axis, linear scale) as a dot plot and draw a gate
around the monomer population of beads (Fig. 3A) (see Note 20). We usually
count approx 10,000 events in this gate, which takes 1–2 min. Owing to bead
loss or aggregation, it is not always possible to count 10,000 monomer events.
However at this flow rate, the sample is exhausted after 3 min.

To distinguish the various red beads, the monomer population is plotted as
an SSC (y-axis, linear scale) vs FL3 (x axis, log scale) dot plot; a gate is drawn
around each bead cluster (Fig. 3B). We then plot each cluster as a reporter
signal histogram (Fig. 3C,D) and place a region marker over the peak, exclud-
ing the outer 10% on each side of the peak.

3.6. Data Analysis and Quantification

3.6.1. Bead Standards

Fluorescent bead standards are used to calibrate the flow cytometer and to
compare results between different labs, between measurements within one lab
at different times, and at different instrument settings. We have used three main
types of fluorescent bead standards: beads with internal dyes, beads with sur-
face labeling calibrated in MESF units, and beads with a known number of
fluorescent nucleic acid sequences (FNAS) on the bead. The latter enabled us
to determine fundamental characteristics of the hybridization and labeling, and
the quality of commercial standards (ref. 1, also unpublished data). However,
FNAS standards are not readily implemented in other labs. Therefore, for gen-
eral use, we will concentrate on procedures using commercially available stan-
dards.

1. LinearFlow Flow Cytometry Intensity Calibration Kits (Molecular Probes). The
kits are designed for intensity calibration of different detection channels of flow
cytometers (green, orange, and so on). Each kit contains fluorescent beads stained
at several relative fluorescence intensity levels with a dye impregnated through-
out the bead volume. As reference standards, these beads are used to evaluate the
signal intensities of the samples in relative fluorescence intensity units and to
check instrument reproducibility. The calibration procedure is described in the
BD manual. These beads are not necessarily spectral-matched to specific fluores-
cent labels in the DNA assay and cannot be used directly to compare the results
from different types of flow cytometers.
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2. Quantum Fluorescence Kits (Bangs Labs). These are fluorescence reference stan-
dards based on surface-labeled beads calibrated in molecules of equivalent
soluble fluorochrome (MESF) units. These beads are matched to the spectral
properties of the specific fluorescent labels. Each kit contains beads with several
different levels of intensities. For quantitative analysis of an assay based on SA-
PE labeling, we use Quantum R-PE MESF Medium Level Kit (cat. no. 827A,
500–50,000 MESF range) which is spectral-matched to a solution of R-phyco-
erythrin. Since PE molecules have a wide absorption spectrum, the R-PE MESF
standard can be used with any cytometer equipped with a laser emitting between

Fig. 3. Multiplexed fluorescence detection of bead-probes with Becton-Dickinson
FACSCaliber. (A) Dot plot of side scatter vs forward scatter. A gate is drawn around
the monomer bead population. (B) The monomers are plotted as a side scatter/FL3 dot
plot where gates are drawn around distinct red bead populations. (C) For each bead
type, a histogram is plotted for the reporter signal (FL2 phycoerythrin), and marker
regions are placed over each peak. Molecular Probes red bead 9 is shown. (D) The
reporter histogram for MP red bead 8.
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480 nm and 570 nm and a detection system between 570 nm and 590 nm. The
procedure for converting reporter intensities into MESF units is described in the
BD and Quantum MESF kit manuals.

Table 4 indicates the commercially available kits that are recommended for
different labels and instruments based on our experience.

The Quantum MESF Standard is more expensive and less stable than MP
beads (see Note 21). After working with different lots of Quantum MESF beads
we found a significant variation of the standard from lot to lot. Therefore, for
routine work, we recommend working with MP beads in the following way:

1. To monitor instrument performance and to compare the data over time, periodi-
cally calibrate your instrument in relative fluorescence intensities.

2. To compare the data between instruments of the same type in different labs (for
example, Luminex to Luminex, or BD to BD) calibrate the instruments in rela-
tive fluorescence intensities.

3. To compare the data among different instruments (e.g., BD to Luminex) MP
beads can be calibrated in MESF units using the Quantum MESF standard. This
calibration involves three steps: (1) calibrate the instrument with Quantum MESF
standard as described in the kit instruction, (2) run the MP bead kit with the same
instrument settings used for the Quantum kit, (3) quantify each fluorescence level
of MP beads in MESF units as described in the Quantum instructions under “Fluo-
rescence quantitation of an unknown sample.” The MP beads can be routinely
run on this particular instrument for at least 1 yr to convert the intensity of the

Table 4
Flow Cytometry Bead Standards

DNA Excitation Detection MP calibration Bangs Labs
label Instrument wavelength channel  kita reference standarda

Fluor- BD 488 nm FL1 LinearFlow
escein Green

PE BD 488 nm FL2 LinearFlow Quantum™ R-PE
Orange MESF Medium

Level Kit
PE Luminex 532 nm Reporter LinearFlow Quantum™ R-PE

100 Orange MESF Medium
Level Kit

TAMRA Luminex 532 nm Reporter LinearFlow
100 Orange

HEX Luminex 532 nm Reporter LinearFlow
100 Orange

aSee Subheading 2.
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samples to MESF units. For correct data comparison among different instruments,
the MP beads must be calibrated on each instrument using the same lot number of
the Quantum kit.

3.6.2. Evaluating Attachment and Hybridization Using Bead Standards

For evaluating the attachment to the bead surface, an oligo can be synthe-
sized with 5'-unilinker, 3'-fluorescein modifications and attached to plain beads
(5.5–5.6 mm in diameter) (see Note 22). After attachment, suspend the beads in
1X TMAC, and detect with a BD flow cytometer. Calibrate the instrument in
relative fluorescence intensities (RFI) with the MP LinearFlow Green calibra-
tion kit. A mean signal from properly attached beads is approx 0.35% of RFI.
This corresponds to 3 ¥ 105 to 5 ¥ 105 capture probes per bead on average.
Alternatively, for evaluating attachment using SA-PE labeling, an oligo can be
synthesized with 5'-unilinker, 3'-biotin modifications. After attachment, these
beads can be labeled and detected with a Luminex or BD flow cytometer.

For preliminary hybridization tests, it is helpful to use a 5' biotinylated tar-
get oligo that is complementary to a capture probe sequence on the beads. After
hybridization (30–60 min incubation) and SA-PE labeling, detect the beads on
a BD or Luminex flow cytometer. Calibrate the instrument in R-PE MESF
units. With proper attachment and hybridization, the mean signal is approx 105

R-PE MESF units (see Note 23).
For ss-PCR products £1 kb, the maximum hybridization signal is approx 10-

fold less than signals measured from labeled oligos.

3.6.3. Quantifying Abundance

There are two procedures that we have adopted for quantifying the concen-
tration of target amplicons in the analyte. Both are based on standard additions
of control strain amplicons to an environmental PCR product. This approach is
necessary because the behavior of the concentration curve in the environmen-
tal sample matrix may be different from that of an analyte consisting of one
type of amplicon.

3.6.3.1. METHOD 1: MULTIPLE STANDARD ADDITIONS WITH DILUTION TO A CONSTANT

VOLUME

The first quantification procedure maintains a constant volume of the envi-
ronmental PCR product in a constant total analyte volume (23). For our proto-
cols, the total analyte volume is 13.26 mL, which includes the environmental
PCR product and the addition, diluted in PCR mix. In general, the amount of
the standard spikes must be small enough to not perturb the sample matrix.
Also, the concentration of the target in the analyte must be small enough so
that all measurements remain in the linear dynamic range. Dilution of the envi-
ronmental PCR product may be necessary.
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As an example, consider the data in Table 5 for five hybridization reactions,
four of which are spiked with amplicons from Species A. An additional tube
contains PCR mix to determine the background signal.

The standard addition plot Fi vs Ci is shown in Fig. 4 for hybridization reac-
tions 0–3. Since the graph appears nearly linear, the slope S can be calculated
using any standard fitting program: S = 53 MESF/fmols. The concentration Ce

of the target in the environmental PCR product can be found from F0 ª SCe.
For the above data, Ce ª 4.3 fmol. This is the amount of Species A amplicons in
100 fmol of environmental PCR product. Therefore, the relative abundance is
about 4%.

3.6.3.2. METHOD 2: MODEL CURVE

Another method for determining the abundance of target amplicons in an
environmental PCR product is based on a model describing DNA hybridiza-
tions (2):

P + T Æ̈ PT

where P is the capture probe on the bead surface, T is the target amplicon,
and PT is the hybrid on the surface. Under equilibrium conditions, the fluores-
cence response of the hybrid-bearing beads may be described by a saturation
curve:

F = ImaxKaT/[1 + Ka T] (1)

where F is the fluorescence response of a particular target (with background
subtracted), T is the concentration of target amplicons in the hybridization reac-
tion, Ka is the association constant, and Imax is the maximum response corre-
sponding to complete saturation (KaT >> 1). This equation assumes that the

Table 5
Fluorescence Response From Standard Additions to an Environmental PCR
Product

Amount Amount of Difference between
Hybridization of spike environ. PCR Total signal total signal and  PCR
reaction Ci (fmol) product (fmol) (MESF) mix, Fi (MESF)

0 0 100 480 F0 = 230 = (480–250)
1 5 100 750 F1  = 500
2 10 100 1090 F2  = 840
3 15 100 1250 F3  = 1000
4 30 100 1750 F4  = 1500
5 PCR mix 0 250 0
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concentration of unbound target amplicons remains essentially constant during
the reaction, as shown in our measurements (1,2).

In practice, when dealing with the same volume (V = 51 mL, see Subhead-
ing 3.4.) for all hybridization reactions, it is convenient to convert molar con-
centrations T in Eq. 1 to amounts C in fmol, to change the association constant
Ka to the parameter ka = Ka/V in (fmol)–1, and to introduce the parameter S =
Imaxka. Then for the hybridization reaction involving an unknown amount Ce of
target amplicons in the environmental PCR product and a known amount Ci of
the standard spike, we have:

S C C

k C C
e i

a e i

( )
[ ( )]

+
+ +1

(2)

Three-point solution. At minimum, three hybridization reactions are needed
to determine Ce: two standard additions and one no-addition. Then Eq. 2 can
be solved analytically (see Note 24). For example, consider the subset of data
from Table 5 which are shown in Table 6:

To obtain Ce, use the following formulas:

Ce = a C1 C2 /[C2(1 – a) – C1]

where a = (F0/F1)[(F2 – F1)/(F2 – F0)]

Inserting the data from Table 6,

Fig. 4. Multiple standard additions with dilution to constant volume. When the con-
centration of target amplicons is small, a linear fit can be used to determine the
unknown concentration of the target in the environmental PCR product.
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a = 230 (1500 – 1000) / [1000 (1500 – 230)] = 0.0906

Ce = 0.091 (15 ¥ 30) / [30 ¥ (1 – 0.091) – 15] = 3.32 fmol

Nonlinear fit. Additional understanding about the hybridization efficiency
may be obtained from a standard addition plot of the data in Table 5.

A nonlinear fit of Eq. 2 to the data, shown in Fig. 5, yields values for Ce, S,
and ka. In this example, the fitting parameters are Ce = 3.32 fmol, S = 72.8
MESF/fmol, and ka = 0.0179/fmol. Note that for ka(Ce + Ci) << 1, the model
equation becomes linear with slope S, and Ce may be found approximately
according to Method 1 (multiple standard additions with dilution to constant
volume).

4. Notes
1. DNA hybridization tests using a variety of bead types show variation in the

hybridization signal. Generally, beads loaded with low or middle levels of inter-
nal dyes perform better than those with high levels of dyes.

2. Qiagen and Biorad beads have the same dyes as Luminex beads, and require the
same cytometer settings.

3. We have used Amplitaq with GeneAmp 10X PCR buffer (Perkin-Elmer), which
contains 100 mM Tris-HCl, pH 8.3; 500 mM KCl; 15 mM MgCl2; and 0.01% w/
v gelatin. We have also used Taq DNA Polymerase in Storage Buffer B with
Thermophilic DNA Polymerase 10X buffer, Magnesium Free (Promega), which
contains 100 mM Tris-HCl pH 9.0; 500 mM KCl; and 1% Triton X-100. MgCl2 is
added to a final concentration of 1.5 mM.

4. BSA can increase PCR product yields. We have not, however, compared DNA
hybridizations on bead surfaces with and without BSA in the PCR product.

5. In a dry N2 glove box, aliquot approx 15 mg EDC into each of a set of 1.5-mL
microfuge tubes. Store the tubes and stock bottle at –20 C indefinitely. Before
attachment (Subheading 3.2. ), pull two tubes out of the freezer.

6. To prepare 0.1 M MES pH 4.5, combine 1.062 g MES with 50 mL water in a
sterile bottle. Adjust the pH by adding 1.4 M KOH drop by drop while stirring
(approx 100 mL). Store at 4 C.

7. 1.5X TMAC buffer: 1X TMAC buffer contains 3 M tetramethylammonium chlo-
ride (Sigma); 0.1% SDS; 50 mM Tris-HCl, pH 8.0 (Amresco); 4 mM EDTA pH

Table 6
Data for Three-Point Solution to Model Equation

Amount of spike (Ci), fmol Fluorescence response, MESF (Fi)

C0 = 0 F0  = 230
C1 = 15 F1  = 1000
C2 = 30 F2  = 1500
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8.0). The pH is about 8.5. To prepare 1.5X TMAC buffer, combine the following
to make 200.0 mL total volume:

180.0 mL 5 M TMAC
1.5 mL 20% SDS

15.0 mL 1 M Tris-HCl, pH 8.0
2.4 mL 500 mM EDTA, pH 8.0

   1.1 mL Water
200.0 mL Total volume

When SDS is added to TMAC, crystals form. Before using the buffer, the
bottle should be heated gently on a hotplate to dissolve most of the crystals. We
have noticed that crystal formation varies with different lots of TMAC. All pro-
cedures involving TMAC are conducted under a hood.

8. When developing an assay, we recommend postprocessing the run files for analysis
of the bead populations. In our laboratory, we use in-house software for rapid analy-
sis. Commercial packages like FCS Express or CellQuest are slow but effective.

9. For PCR primers 8Fbs and 338Fbs2, we have had them synthesized without the
phosphorothioate bond between the biotin and the 5' position of the terminal
nucleotide. This also appears to result in a successful hybridization, but we have
not made a thorough comparison of having or not having a phosphorothioate
bond at that position. For a direct labeling assay using fluorescein, an example of
a forward primer is 5' [fluorescein-ON] T*C*C*T*A Cgg gAg gCA gC (Operon
Technologies, Inc.), where a phosphodiester bond exists between the fluorescein
and the 5' position of the terminal nucleotide.

Fig. 5. Standard additions with a nonlinear fit based on a model describing DNA
hybridizations in this assay. This method is more general and can handle saturation
data more effectively than Method 1.
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10. We typically use 100 mL.
11. In our studies, the PCR reaction mix has a total volume of 100 mL and contains

65 mL water, 10 mL 10X buffer without MgCl2, 6 mL MgCl2 at 25 mM, 5 mL
forward primer at 10 mM, 5 mL reverse primer at 10 mM, 8 mL dNTP at 10 mM,
0.5 mL Taq at 5 U/mL, and 0.5–1 mL DNA template. Bovine serum albumin can
be included to increase product yields. The PCR reactions are loaded into a ther-
mal cycler after it has reached 94 C. Then follows 3 min denaturation at 94 C,
and 25 cycles of denaturation (30 s at 94 C), annealing (45 s at 55 C), extension
(8 min at 72 C), and storage at 4 C. The PCR products are never frozen.

12. Preliminary tests show that 1–2 fmol primers remain in 13 mL of a product that
has been purified by the Qiagen kit. This represents more than a 1000-fold
decrease in the primer concentration after purification. We elute with water.

13. When the PCR product is not purified, the diluent must be PCR mix and the
background tube should contain PCR mix. When the PCR product is purified, the
diluent is preferably purified PCR mix, but water can be used. The background
tube must be processed following all steps for DNA samples as described in Sub-
headings 3.4.3. and 3.4.4.

14. When the number of bead probes of a given type were varied, our studies and
calculations showed that fewer beads result in higher signals. In practice, how-
ever, working with small numbers of beads can be difficult because the pellet
cannot be seen easily. When multiplexing 10–15 bead types, we use 3000–5000
beads of each type. However, for smaller levels of multiplexing (e.g., <5 bead
types), we use approx 10,000 beads of each type, and have gone as high as 25,000.

15. To achieve more uniform results, several steps should be noted. Maintaining the
same incubation time for labeling across all hybridization reactions is important.
When using nonpurified PCR products, a careful intermediate wash is important
for removing excess biotinylated primers. For removing unbound SA-PE, the
first of the final washes is important.

16. After hybridizing, we have noticed increased formation of bead aggregates (e.g.,
dimers, trimers, and higher multimers) for certain commercial beads. 95% of
Bangs unstained beads, Luminex, and Molecular Probes beads remain monomers
throughout the hybridization procedure. However, for Bangs Quantum Plex
beads, as much as 50% of the events counted by the cytometer can be multimers.
Reducing the concentration of tetramethyl ammonium chloride in 1X TMAC
buffer reduced aggregation but lowered the reporter signal. Using 2M tetramethyl
ammonium chloride rather than 3 M reduced multimers to less than 20% while
decreasing the reporter signal by less than 15%. One molar tetramethyl ammo-
nium chloride reduced multimers to less than 10% but the reporter signal was
reduced by more than 50%.

17. We conducted preliminary tests on alternate wash buffers, and found that 2X
SSC may be used in the final washes and final resuspension of bead probes
labeled with SA-PE. The doublet discriminator gate on the Luminex 100 must be
reset. When fluorescein is used as the reporter, resuspending the beads in high
pH 1X TMAC buffer, prepared with 2 M Tris, optimizes the signal.
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18. We typically operate the Luminex 100 in the “Advanced mode” with the “Sim-
plex” option. The Luminex Corp. can provide details on how to set it up. In this
mode, it is possible to calculate statistics for one bead population of any type
(Luminex or non-Luminex beads). To obtain numbers for all bead types, Luminex
software can be used with Luminex beads in the multiplexed analysis mode, sub-
ject to the limitation described in Note 19. Alternatively, FCS Express or
in-house software can be used to postprocess the data for all bead populations of
any type.

19. With Luminex software, the mean and median are calculated for the entire dataset.
The software does not set markers around the correct bead peak in the reporter
signal histogram. When the signal is low, this approach is undesirable.

20. The FSC/SSC dot plots for beads suspended in 1X TMAC buffer show a lot of
extraneous events. We suspect some of them to be bubbles. When saline is used
to resuspend the beads, the gates must be set differently.

21. Quantum MESF Standard 827A costs $235 for 5 mL (5 tubes, 1 mL each) at 2 ¥
106 beads/mL with a guaranteed storage time of seven months. The MP
LinearFlow Green Calibration Kit (cat. no. L-14815) costs $182 for 6 mL (6
tubes, 1 mL each) at 2 ¥ 107 beads/mL, 1 yr guarantee.

22. We used oligos 5'-(UL)AT GGT CTT CTG GTT GCC CCC-FL and (UL)AT
GGT CTT CTG GTT GCC CCC-B (Oligos Etc.), where UL = unilinker, FL =
fluorescein, and B = biotin, for evaluating attachment and SA-PE labeling.

23. This number was obtained on a Luminex 100 cytometer calibrated with Bangs
R-PE MESF Medium Level Kit, lot no. A-052200.

24. For the three-point solution, the three tubes must form a “good” dataset, which
follows a saturation curve.
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1. Introduction
Over 70% of the Earth’s surface is covered by saltwater, and most of the

biomass and biogeochemical activity occurring therein can be attributed to
picoplankton (1). Marine prokaryotes are considered to be the major primary
producers and heterotrophic consumers in these systems (2). Ferguson et al.
showed that more than 99.9% of the natural bacterioplankton community in
seawater could not be cultured on marine agar 2216 medium (3).

However, the molecular approach to the marine environment has revolu-
tionized the concept of the microbial ecology of the oceans. Owing to the lack
of culturability of the vast majority of microbes in the sea, the application of
such techniques has resulted in detection of forms never before isolated (4).

Methods that rely on direct amplification and analysis of 16S rRNA gene
(rDNA) sequences are rapidly replacing cultivation as a way to assess the struc-
ture of microbial communities. A full description of community structure
includes the number of species present (diversity), the number of individual
cells of each species (evenness), as well as the physiological role of each spe-
cies in the environment and its interaction(s) with other species (5).

As the limitations of culture methods became clear, many different molecu-
lar techniques for evaluating microbial communities were developed. Termi-
nal restriction fragment length polymorphism (T-RFLP) is one of the newest
tools for evaluating microbial communities; it provides investigators with a
large amount of easily analyzed data to compare microbial communities and
assess community dynamics in a rapid and reproducible way (6). Most investi-
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gators report using an automated fragment analysis program that calculates
TRF length (bp) by comparing TRF peak retention time to a DNA size stan-
dard. These programs integrate the electropherograms and give the TRF peak
height and area. The patterns of TRF peaks can then be numerically compared
between samples using a variety of multivariate statistical methods. In addi-
tion, individual TRF peaks in a pattern can be identified by comparison to a
clone library or by predictions from an existing database of sequences (6).

The objective of this chapter is to provide new protocols for studying the
microbial diversity of seawater samples. We hope that readers will evaluate
these protocols, using them as guidelines and improving upon them for their
particular application.

2. Materials
2.1. Sampling

1. Acid-washed Niskin bottles, thoroughly prerinsed with seawater.
2. White polycarbonate filters (47 mm diameter; 0.2 mm pore size; type GTTP2500;

Millipore) (see Note 1).
3. Filtration system.

2.2. DNA Isolation, Purification, and Visualization

1. Lysis buffer: 20 mM EDTA; 400 mM NaCl; 750 mM sucrose; Tris-HCl 50 mM,
pH 9.0; and lysozyme 2 mg/mL (see Note 2).

2. 10 mg/mL Proteinase K in distilled water.
3. 20% SDS (w/v).
4. 3 M Sodium acetate, pH 4.8.
5. Phenol-chloroform-isoamyl alcohol (25:24:1) (7).
6. Chloroform-isoamyl alcohol 24:1 (v/v).
7. Isopropanol and 70% ethanol.
8. RNAase A solution (stock 10 mg/mL) in distilled water (7).
9. 1X TAE buffer: 0.04 M Tris-acetate, 0.001 M EDTA, pH 8.0 (7).

10. 0.8% Agarose in 1X TAE buffer.
11. Ethidium bromide staining solution: 1 mg/mL in 1X TAE buffer (7).
12. Molecular weight markers: K562 High Molecular Weight (Promega).
13. Loading buffer (Gibco BRL).

2.3. PCR Amplifications and Purification of PCR Products

1. Primers (final concentration 0.5 mM): for eubacterial Domain 27F, 5'-
AGAGTTTGATCMTGGCTCAG-3; 1492R, 5'-GGTTACCTTGTTACGACTT-
3' (8) (see Note 3). For checking the rDNA 16S Library: SP6 and T7 promoter
primers (Biodynamics).

2. Taq polymerase and 10X STR buffer (Promega).
3. Thermal cycler (e.g., Gene Amp PCR System 9700, Applied Biosystems, CA).
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4. Reagents and apparatus for an agarose gel electrophoresis.
5. Molecular weight marker: 1 kb Ladder (Promega).
6. Wizard® PCR Preps DNA Purification System (Promega).
7. Sterile-distilled water.

2.4. rDNA 16S Library

1. pGEM®-T Easy Vector System (Promega).
2. Escherichia coli DH5 a competent cells (7).
3. Cell-Porator® Electroporation System and Cell-Porator® Voltage Booster

(Gibco BRL).
4. LB agar plates: 20 g/L agar; 10 g/L tryptone; 5 g/L yeast extract; 10 g/L NaCl;

pH 7.0 supplemented with ampicillin (final concentration 100 mg/mL), nalidixic
acid (10 mg/mL final concentration), IPTG, and X-gal (both at final concentra-
tions of 40 g/mL).

5. SOB medium: 20 g/L tryptone; 5 g/L yeast extract; 18 g/L glucose; 0.584 g/L
NaCl; 0.186 g/L KCl; pH 7.0.

6. SOC medium: add to 98 mL of SOB medium 1 mL of a 2 M stock solution of
glucose, and 1 mL of a 2 M stock solution of Mg++ (MgCl2·6H2O, 20.33 g;
MgSO4·7H2O, 24.65 g).

7. LB liquid medium supplemented with ampicillin (100 mg/mL final concentra-
tion) and nalidixic acid (10 mg/mL final concentration) (Promega).

8. Reagents for sequencing and DNA sequencer.

2.5. Reagents and Software Programs for T-RFLP
and Sequence Analysis

1. Restriction endonucleases HaeIII, HhaI, and RsaI (Gibco BRL) (see Note 4).
2. DNA fragment length standard (TAMRA GS 2500; ABI).
3. DNA sequencer (e.g., 373 ABI Stretch).
4. GeneScan® Analysis software.
5. Programs available at http://rdp.cme.msu.edu/.
6. BLAST tools at http://www.ncbi.nlm.nih.gov/.

3. Methods
3.1. Collection of Samples

1. Collect the seawater samples at the selected depth in acid-washed and seawater-
prerinsed Niskin bottles.

2. Filter the seawater through the polycarbonate filters.
3. Store the filters at –20 C until processing.

3.2. DNA Isolation, Purification, and Visualization (see Note 5)

1. Cut one of the filters obtained in Subheading 3.1. in small pieces and submerge
them in 1 mL of lysis buffer.

2. Vortex 1 min and incubate at 37 C for 30 min.
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3. Add SDS (final concentration 1% w/v) and proteinase K (100 mg/mL final con-
centration).

4. Vortex 10 s and incubate at 55 C for 2 h.
5. Discard the filter pieces and add an equal volume of phenol-chloroform-isoamyl

alcohol and mix by inverting the tube several times.
6. Centrifuge (10,000g for 15 min). Transfer the aqueous phase (upper) to a new

tube and repeat phenol extraction once.
7. Transfer the upper aqueous phase to a clean tube and add an equal volume of

chloroform-isoamyl alcohol. Again mix well and centrifuge (10,000g for 5 min).
Repeat this extraction two times.

8. Transfer the aqueous phase to a new tube and precipitate the DNA by adding 1/10
vol of 3 M sodium acetate and 0.6 to 1 vol of 2-propanol. Mix gently and incubate
at –20 C from 1 h to overnight.

9. Centrifuge (10,000g for 15 min). Discard the supernatant and wash DNA with
500 L of 70% ethanol to remove residual salts and isopropanol. Centrifuge
(10,000g for 5 min), carefully discard the ethanol, and dry until ethanol has been
removed.

10. Resuspend DNA in 20–30 mL of double-distilled sterile water and 0.1–0.2 mL
RNAase A. Allow to dissolve at 37 C at least 3 h (see Note 6).

11. Visualization of the extracted DNA is done by running 5 mL of the sample in a
0.8% agarose gel electrophoresis using 1X TAE electrophoresis buffer and high-
molecular-weight marker. Electrophoresis is carried out at 10 V/cm for 1 h at
room temperature; gels should be stained with ethidium bromide solution and
observed under UV light.

3.3. PCR Conditions

3.3.1. PCR Conditions of 16S rDNA for Library Construction
and T-RFLP Analysis

Prepare the reaction mixture to a final volume of 25 mL (see Note 7):

1. 100 ng isolated DNA.
2. 2.5 mL 10X STR buffer.
3. 0.2 mL Taq polymerase (1 U).
4. 0.2 mL of each primer: 27F and 1492R (0.5 mM final concentration) (see Note 3).
5. Double-distilled sterile water to 25 mL (see Note 8).

Amplification is performed with an initial denaturation at 94 C for 5 min;
25–30 cycles of 94 C for 1 min, 55 C for 1 min, and 72 C for 2 min; and a final
extension at 72 C for 10 min (see Note 9).

3.3.2. PCR Conditions for Screening of 16S rDNA Gene Library

Extract the plasmids from the library clones using Wizard Plus SV
Minipreps DNA Purification Systems (Promega) following the manufacturer’s
instructions. Prepare the reaction mixture to a final volume of 25 mL:



Microbial Communities From Marine Environments 79

1. 100 ng Isolated plasmidic DNA.
2. 2.5 mL 10X STR buffer.
3. 0.2 mL Taq polymerase (1 U).
4. 0.5 mL of each primer: SP6 and T7 (0.5 mM final concentration).
5. Double-distilled sterile water to 25 mL (see Note 8).

Amplification is performed with an initial denaturation at 94 C for 5 min;
35 cycles of 94 C for 30 s, 52 C for 1 min, and 72 C for 3 min; and a final
extension at 72 C for 10 min (see Notes 9 and 10).

3.4. T-RFLP

1. After visualization and purification, aliquots (15 mL) of each sample are sepa-
rately digested with restriction endonucleases HaeIII, HhaI, and RsaI (Gibco
BRL) according to the supplier’s instructions.

2. To protect the internal standard from cleavage, the restriction endonucleases are
deactivated by heating the reaction mixture at 65 C for 30 min.

3. Aliquots (2 mL) of the digest are mixed with 2 mL of deionized formamide, 0.5
mL of loading buffer (Applied Biosystems Instruments [ABI], Foster City, CA),
and 0.5 mL of a DNA fragment length standard (TAMRA GS 2500; ABI).

4. After denaturing the DNA at 94 C for 5 min and immediate chilling on ice,
aliquots (2.5 mL) are loaded onto a 36-cm long 6% denaturing polyacrylamide
gel of an automated DNA sequencer (373 ABI Stretch). Electrophoresis is run
for 14 h with limits of 1.680 V and 40 mA.

5. After electrophoresis, the lengths of fluorescent labeled terminal restriction frag-
ments (T-RFs) are analyzed by comparison with the internal standard using
GeneScan software (ABI).

3.4.1. Analysis of T-RFLPs

For each sample, peaks over a threshold of 50 U above background fluores-
cence are analyzed by manually aligning fragments to the size standard. To
avoid detection of primers and uncertainties of size determination, terminal
fragments smaller than 50 bp and larger than 800 bp are excluded from the
analysis. Communities are characterized by the numbers of peaks and the
heights of the peaks. The relative abundance of T-RFs within the sections is
determined by calculating the ratio between the peak height of each peak and
the total peak height of all peaks within one sample. Ratios are converted to
percentages, and the results are displayed as histograms.

3.5. Construction of 16S rDNA Library

1. After visualization, purify the PCR products using the Wizard PCR Preps DNA
Purification System (Promega) according to the manufacturer’s instructions.

2. Ligate the purified 1.5 kb fragments into pGEM-T Easy vector following the
supplier’s instructions.
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3. Mix carefully 20 mL of competent cells with 2 mL of the ligation product in a
sterile microcentrifuge tube.

4. Use a micropipet to suspend each cell-DNA sample between the electrode bosses
of a disposable microelectroporation chamber, and perform the electroporation
procedure as described in the Cell-Porator manual.

5. After electroporation add 1 mL of SOC medium to the disposable microelectro-
poration chamber and incubate the cells at 37 C for 1 h, to allow the bacteria to
recover and to express the antibiotic resistance marker encoded by the plasmid.

6. Transfer the cell suspension to a new sterile microtube and plate 100 mL on LB
agar plates supplemented with ampicillin, nalidixic acid, IPTG, and X-gal.

7. Incubate at 37 C for 12–16 h until blue and white colonies develop. If desired,
store the plates at 4 C for several hours. This allows the blue color to develop
fully.

8. Pick each white colony into LB liquid medium supplemented with ampicillin and
nalidixic acid and incubate at 37 C overnight.

9. Screen the isolated colonies as indicated in Subheading 3.3.2. to identify bacte-
rial colonies that contain recombinant plasmids (see Note 11).

10. Once the colonies are selected, sequencing of the inserts is done (see Note 10).
11. Retrieved sequences are analyzed using BLAST from http://www.ncbi.nlm.nih.gov

and programs from http://rdp.cme.msu.edu.

4. Notes
1. DNA extracts from the particulate or dissolved pools have to be concentrated.

For the microbial pool (usually > 0.2 mm) a variety of approaches have been
taken for cell concentration. The most effective and simplest technique is showed
by Fuhrman et al. (9), which is filtering large volumes of seawater through mem-
brane filters. Volumes to be filtered may vary, but to get the greater part of a
microbial community it should be more than 10 L. Concerning the filters, the
sample can be filtered first through an 8 mm pore-size filter to separate nonbacte-
rial particles, including protists.

2. The lysis buffer without lysozyme has to be aseptically prepared and stored at
room temperature for long periods of time. The lysozyme is added just before
using.

3. For T-RFLP, primer 27F is 5'-labeled with a fluorescent molecule, e.g., 27F-
FAM (phosphoramidite fluorochrome 5-carboxyfluorescein).

The primer pair cited in this chapter is used for analyzing bacterial communi-
ties. Nevertheless it is possible to use primer pairs to amplified specific groups
within the domain Eubacteria. Also there are several reports in which the investi-
gators use primers to specifically amplify genes from the domain Archaebacteria
as well as particular groups within this domain. This methodology can be also
applied to the study of the diversity of metabolic genes. For a more detailed
review, see ref. 6.

4. Selection of restriction endonucleases for T-RFLP will depend on each
investigator’s previous work or preference. If there is not any previous experi-
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ence, one can test a set of enzymes and then select the best based on the major
number of peaks obtained.

5. Gloves have to be used to minimize the risk of DNAase contamination. In the
case of PCR preparation, gloves should be powder free because powder inhibits
DNA polymerases.

Depending on the size of a sample, pooling of replicate extractions is recom-
mended to limit random bias, although systematic biases will persist.

DNA samples can be stored for several weeks at 4 C. Aliquots of samples can
be preserved at –20 C, taking into account that repeated freeze and thaw of the
samples can damage DNA.

6. DNA concentration should be determined by reading the absorbance of the
samples at 260 nm in a UV spectrophotometer, or using gel analyzer software. It
is recommended to standardize the concentrations of the DNA at 100 ng/L with
the aim of making a comparative analysis of the samples.

7. Although it is clear that systematic PCR bias cannot be controlled, many investi-
gators in the TRF literature pooled multiple PCR reactions from a single sample
to ensure random PCR artifacts are minimized. In our personal experience, we
work with triplicates of each sample, which are pooled after PCR amplification.

8. It is convenient to prepare a master mix with all the reaction components except
the DNA, considering total number of samples including a positive control plus
an additional control tube that will not include template DNA (negative control).

9. Visualization of the PCR products is done by running aliquots (5 mL) of the prod-
ucts on a 1% agarose gel using a molecular-weight marker, e.g., 1 kb Ladder
(Promega). Electrophoresis is run at 10 V/cm for 1 h. Bands are visualized after
staining the gel with ethidium bromide. If there are not any unspecific amplifica-
tion bands, PCR products can be purified directly from the solution. But if unspe-
cific amplification is observed, the entire PCR product has to be run on an agarose
gel and the 1.5 kb band purified from the gel. In both cases, the purification is
carried out using the Wizard PCR Preps DNA Purification System (Promega).

10. Positive clones are those that show amplification products of approx 1650 bp. To
avoid sequencing the same fragment two or more times, it is convenient to treat
each insert with two tetrameric restriction endonucleases and then compare the
different patterns obtained. Based on the restriction profiles, the clones are
grouped and one representative of each group is sequenced.

11. The 16S rDNA gene library can be screened by a variety of methods. Colony
hybridization procedures using rRNA gene-specific oligonucleotide probes of
defined phylogenetic resolution may be used. Alternatively, plasmid minipreps
and restriction digests are used to confirm the presence of cloned DNA of the
correct size, or else colony PCR (using, e.g., sequencing primers with priming
sites that flank the insert DNA) can be used as a rapid screening procedure to
detect cloned PCR products, and can also rapidly provide template DNA suitable
for sequencing.
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Yeasts
Ecology in Northwest Argentina

Lucía I. C. de Figueroa, M. Alejandra Martínez, and John F. T. Spencer

1. Introduction
Yeast ecology, biogeography, and biodiversity are important and interesting

topics of research. The ecology of yeasts is valuable especially for its practical
value and as the fundamental basis of their evolution. New species of yeast are
formed due to selection pressures exerted by the environment, and observation
of the similarities and differences among the yeasts found in a particular envi-
ronment can assist the investigator to see species formation as it happens (1,2).

Because ecology is the study of any aspect of organisms in the context of
their environment, all investigations of yeast morphology, physiology, or
genetics, be they descriptive or predictive, may be spiced with an ecological
flavor. Yeast ecology has, therefore, progressed largely in parallel with the
development of studies of yeast taxonomy and physiology. Also, it is con-
cerned with the manner in which yeasts and yeast-like organisms propagate in
nature; the kind of substrates that support specific yeasts; competition among
yeast species, between yeasts and other microorganisms, and with larger
organisms, especially insects; the effect of the chemical composition of sub-
strates on the microflora; and the vectors responsible for introducing yeasts
to suitable habitats. Ecology often addresses the study of life from many of the
same perspectives as evolutionary biology, but on a different time scale.
Whereas evolutionary responses involve changes in gene frequencies over gen-
erations, ecological adaptation may occur repeatedly during the life of an
organism, and does not usually involve changes in the genotype of that organ-
ism. Ecological development examines the interaction between the genetic pro-
files of organisms as members of communities with their natural ecosystems.
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This concept had a lot of influence in yeast ecology, leading to the study of the
interdependence of, e.g., cacti, yeasts, and drosophilids (3). Yeasts form com-
munities of species. Each community may be defined by its habitat, which is
the place where an assemblage of yeasts lives, and by the niches of its compo-
nent species. The niche, or ecosystem, consists of the attributes that make a
yeast capable of sharing the habitat with other members of the community (4–6).
The rationale for studying plants, insects, and soils is that photosynthesis and
the soil furnish the necessary nutrients for the growth of plants, and plants in
turn can support the growth of yeasts. Insects are by far the most important
vectors in the distribution of yeasts in nature, whereas soil is the ultimate
repository for organic and inorganic materials and constitutes a suitable
medium for storage and even development of certain species of yeast. Bacte-
ria, fungi, and insects, including fly larvae and boring beetles, degrade dead
and dying plant material to forms which can be metabolized by yeasts. Yeasts
do not photosynthesize or fix nitrogen, and therefore depend on the other organ-
isms to convert their substrates to available forms. They have the ability to
ferment sugars and also the ability to respire sugars and other organic com-
pounds. The utilization of different substrates by yeasts is highly selective and
is often related to niche specificity, because most are metabolic products of
specific plant species or products of bacteria or fungi that produce them from
precursors in plants (2,7–10). The greatest populations of yeasts are usually
associated with concentrations of assimilable sugars and other carbon sources.
Leaf surfaces and plant exudates commonly support large numbers of this
microorganism. Flowers and decaying fruits and other plant material support a
wide spectrum of species in high numbers. Insects represent rich sources of
yeasts, especially wood borers and species of Drosophila. The majority of
yeasts are obligate aerobes and therefore require oxygen for growth and repro-
duction. Because of this, yeasts are usually found in the upper layers of soils
and sediments (11).

The association between yeasts and insects is well known. Citrus fruits are
known to be attacked by numerous insect pests and scavengers, Drosophila
species in particular being vectors for transmission of a number of yeast spe-
cies from one food source to another. De Camargo and Phaff (12) and Vacek et
al. (13) found a number of yeast species in fermenting tomatoes and decaying
citrus fruits (oranges, grapefruits, mandarins, and so on) and Drosophila spe-
cies associated with them, the yeasts including Pichia kluyveri, Pichia
fermentans, Torulopsis stellata, Hanseniospora uvarum, Kloekera apiculata,
and a few isolates of other species. Yeasts were associated with various species
of Drosophila, vectors carrying the yeasts.

To the best of our knowledge, in the Tucumán region, Northwest Argentina,
the South American fruit fly (Anastrepha fraterculus Wied.) and the Mediter-
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ranean fruit fly (Ceratistis capilata Wied.), which are endemic to the region
(14), have not been implicated in the infection of citrus with yeasts. However,
these flies may well be vectors carrying the yeasts from fruit to fruit during the
growing and ripening season. It is not known whether the yeasts participate
directly in the spoilage process, but it has been observed that they are present
in considerable numbers in the spoiled fruit in the Northwest Argentina region.
There are occasional instances of spoilage by filamentous fungi (probably
Aspergillus or Penicillium species), but the majority of infected material
yielded yeasts and/or yeast-like fungi, probably Geotrichum sp. (2,15).

Yeast microflora associated with trees of several types has been investi-
gated by numerous workers. These yeasts are mostly associated with exudates
of sap (slime fluxes) and are part of a varied population of yeasts, bacteria,
worms, larvae of numerous insects (such as Drosophila spp.), and so on (8).
However there are few references to yeasts associated with leguminous plants.
Yeast species in exudates of leguminous trees may have a selective advantage
favoring their development in these habitats (2,16). There is a wide variety of
this kind of tree in South America, occurring over a wide geographic range.
Leguminous trees that form slime fluxes are relatively rare, but there are sev-
eral species of algarrobo (Prosopis spp., family Leguminosae, subfamily
Mimosoidea) that are common in Northwestern Argentina and form slime
fluxes readily (17).

The yeast–Drosophila–cactus–Cactoblastis cactorum system is well known
(3). The first invaders of damaged cactus tissue are probably pectolytic bacte-
ria. These attract Drosophila species, which are vectors for the different
cactophilic yeasts. Yeasts invade rotting tissue of numerous species of giant
cacti, where they metabolize sugars and related compounds released by bacte-
rial action. The Drosophila feed on the yeasts and lay their eggs in the rotting
tissue, the cactus eventually dies, the Drosophila move on to other rooting
cacti, carrying yeasts with them, and the cycle is repeated (2). In Northwest
Argentina numerous cactophilic yeasts have been isolated, especially from rot-
ting giant cacti (18). In this region are cacti of the families Pachycereinae and
Stenocereinae (Table 1), and several strains have also been isolated from agri-
cultural residues (corn silage and viticulture residues) in order to select xylitol-
producing yeasts (19).

The study of the distribution of yeasts in nature requires the isolation, iden-
tification, and enumeration of the yeast species present in a given microenvi-
ronment. Once a habitat has been identified and suitable methods designed, a
collection scheme should be formulated to yield sufficient numbers of samples.
Lachance and Starmer (7) have determined empirically that a minimum of 15
samples is required to obtain an accurate reflection of community composition
for cactus necroses, insects, tree exudates, or flowers. The number varies
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according to the frequency of empty samples. If empty samples are present, the
sampling size should be corrected to obtain a minimum of eight nonempty
samples.

The use of traditional methods of identification of isolates of unknown spe-
cies is limited by the fact that numerous yeast species have phenotypes so simi-
lar that they cannot be differentiated by these methods. Specialized groups of
yeasts can usually be isolated by use of selective media containing particular
carbon or nitrogen sources. These procedures also commonly used the appear-
ance of cellular morphology and distinctive reactions based on a standardized
set of fermentation and assimilation tests. The assays are laborious and some-
times ambiguous because of strain variability. However, the determination of
physiological characteristics of yeasts will always be of importance in under-
standing their ecological niches; they are also useful in identifying intraspe-
cific variation.

Molecular systematic methods are increasingly used for yeast identifica-
tion. Among them, comparison of nuclear DNA (nDNA) relatedness has been
very useful. Those studies require pairwise comparisons of isolates, and their
resolution is limited to the level of closely related species (20).

Recently other molecular comparisons have been widely used for typing
and assessing genomic diversity of microorganisms, including sequencing,
restriction fragment length polymorphism (RFLP) (21,22), pulsed field gel
electrophoresis (PFGE) (23), and random amplified polymorphic DNA-PCR
(RAPD) (24). Sequencing appears to be the most important technique because
strain comparisons are easily made, and with the selection of appropriate genes,
both close and distant relationships can be resolved (20,25).

Table 1
Specific and Common Names of Giant Cacti
Associated With Yeasts in Northwest Argentina

Family Specific name Common name

Pachycereinae Lophocereus schottii Senita
Pachycereinae Carnegia gigantea Saguaro
Pachycereinae Pachycereus pringlei Cardon
Stenocereinae Stenocereus thurberi Organ pipe
Stenocereinae Stenocereus gummosus Agria
Stenocereinae Stenocereus alamocensis Cina

Backebergia sp. –
Opuntia sp. Prickly pear
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Phylogenetic analysis of ribosomal RNA (rRNA) and its template riboso-
mal DNA (rDNA) have been used extensively in recent years to assess both
close and distant relationships among many kinds of organisms; however, the
determination of complete sequences is laborious, and only a few hundred com-
plete sequences are available for either the large (25S–28S) or the small (18S)
rRNA subunits (26). Partial sequences are relatively easy to determine by using
sequencing methods. McCarroll et al. (27) and Lane et al. (28) have demon-
strated that partial sequences of small rRNA subunits reveal essentially the
same phylogenetic relationships as the complete sequence. In addition, much
information is provided by short noncodifying sequences, such as internal ribo-
somal transcribed spacers (ITS) (29,30).

The objective of this chapter is to describe procedures used for isolation of
yeasts from their natural habitats and identify them. The work is focused on
yeast ecology in Northwest Argentina.

2. Materials
2.1. Materials, Habitats

1. Materials for isolating yeasts associated with rotting citrus fruits: spoiled oranges,
lemons, mandarins, limes, grapefruit, and so on, which proved to be infested with
Mediterranean fruit fly.

2. Material for isolating yeasts from agricultural residues: corn silage, grapes, grape-
must, wine, and so forth.

3. Material for isolating yeasts associated with algarrobo trees (Prosopis spp.) or
with different species of cacti: exudates from trees or small trunks arising from
one root, slime flux from white algarrobo tree (Prosopis alba), rooting cacti (co-
lumnar cacti or Opuntia sp), and so on (see Note 1).

2.2. Culture Media

1. Isolation medium, YM (Difco Laboratories, Detroit, MI): 0.03 g/L Rose Bengal
and 20 g/L agar, acidified to pH 3.5 with 1 M HCl.

2. Maintenance culture medium, YPED: 10 g/L yeast extract, 20 g/L peptone, and
20 g/L glucose, pH adjusted to 4.5 with 1 M HCl.

3. Medium for assimilation tests: yeast nitrogen base YNB without amino acids
(w/aa) Difco (or yeasts carbon base, YCB) 6.7 g/L, 15 g/L agar, and 10 g/L of the
compound to be tested.

4. Medium for fermentation tests: yeast extract 5 g/L plus 10 g/L of the sugar to be
tested.

2.3. DNA Isolation

1. Lysis buffer TEC-SDS: 10 mM Tris-HCl, pH 8; 10 mM EDTA; 100 mM NaCl;
and 2% (w/v) SDS.

2. 20 mg/mL Proteinase K in distilled water.



88 de Figueroa, Martínez, and Spencer

3. 3 M Sodium acetate pH 5.2.
4. TE-buffer-saturated phenol (32).
5. Chloroform:isoamyl alcohol, 24:1 (v/v).
6. Isopropanol and 70% ethanol.
7. RNAase A solution (stock 10 mg/mL) in distilled water (32).

2.4. Solutions and Devices for PCR Amplifications

1. Primers (Table 2).
2. Taq polymerase and 10X STR buffer (Promega).
3. Thermal cycler (e.g., Gene Amp PCR System 9700, Applied Biosystems, CA).
4. TAE buffer: 1X: 0.04 M Tris-acetate, 0.001 M EDTA, pH 8.0 (32).
5. 2% Agarose in 1X TAE buffer.
6. Ethidium bromide staining solution in 1X TAE buffer (32).
7. Molecular weight markers: 1 kb and 100 bp DNA Ladders (Promega).
8. Loading buffer (Promega).

2.5. Solutions and Devices for Sequence Analysis

1. Wizard® PCR Preps DNA Purification System (Promega).
2. BLAST tools at http://www.ncbi.nlm.nih.gov/ and DNAMAN 4.03 program.

2.6. Solutions and Devices for RFLP Analysis

1. ITS1-NL-4 primers (Fig. 1).
2. Restriction enzymes BspDI, SspI, EcoRI, BamHI, HaeIII.
3. Molecular weight markers: 1 kb and 100 bp DNA Ladders (Promega).
4. 2–3% Agarose in 1X TAE buffer.

3. Methods
3.1. Habitat and Isolation

Samples obtained from different habitats (slime flux, exudates from trees,
spoiled citrus fruits, and so on) should be 5–10 g. They are transported in ster-
ile plastic bags. Samples are moistened if necessary, and then streaked on iso-

Table 2
Primers to Be Used

Primers Sequence 5'-3' References

ITS1 TCCGTAGGTGAACCTGCGG Lott et al., 1993 (33)
ITS3 GCATCGATGAAGAACGCAGCT Lott et al., 1993 (33)
ITS4 TCCTCCGCTTATTGATATGC Lott et al., 1993 (33)
NL-1 GCATATCAAAAGCGGAGGAAAAG Kurtzman and Robnett 1998, (20)
NL-4 GGTCCGTGTTTCAAGACGG Kurtzman and Robnett 1998, (20)
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lation medium (acidified YM). Inoculated plates are incubated at 24 C until
growth is observed (4 or 6 d). Colonies are restreaked and picked to YEPD (see
Note 2).

3.2. Assimilation Tests

Assimilation tests for carbohydrates and related compounds are done on
Petri dishes of Wickerham’s YNB medium containing 10 g/L of the compound
to be tested. Ability to assimilate nitrate/nitrogen is determined using
Wickerham’s YCB containing nitrate as nitrogen source.

The determinations of assimilation patterns are done as follows: when yeast
cultures have grown for 48–72 h on YEPD agar plates and colonies are well
grown, cells are suspended in sterile distilled water in the wells of the sample
plate of a multipoint inoculation apparatus.

Yeast strains are identified according to their saccharide and nitrogen
assimilation patterns, using the keys and description of Yarrow (34) and the
computerized yeast identification program devised by Barnett, Payne, and Yar-
row (18) (see Notes 3 and 4).

3.3. Fermentation Tests

Fermentation tests are done according to the methods given by Yarrow (34),
using culture tubes containing a Durham tube and 5 mL of the medium described
in Subheading 2.2.4. All cultures must be tested for the ability to ferment glu-
cose, and for the ability to ferment other sugars, if these are assimilated.

3.4. DNA Isolation

1. Transfer 1.5 mL of an overnight culture to a microcentrifuge tube and spin down
2 min. Discard the supernatant.

2. Resuspend the pellet in 750 mL of lysis buffer by repeated up and down pipetting.
Add 15 mL of 20-mg/mL proteinase K, mix by inverting the tube carefully, and
incubate 30 min to 2 h at 55 C (see Notes 5 and 6).

3. Add an equal volume of TE-buffer-saturated phenol and mix by inverting the
tube several times.

4. Centrifuge (10,000g, 5 min). Transfer the aqueous phase (upper) to a new tube
and repeat phenol extraction once.

Fig. 1. Schematic representation of yeast rDNA operon.
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5. Transfer the upper aqueous phase to a clean tube and add an equal volume of
chloroform:isoamyl alcohol. Again mix well and centrifuge (10,000g, 5 min).
Repeat this extraction three times.

6. Transfer the aqueous phase to a new tube. Add 1/10 vol of 3 M sodium acetate.
7. Add 0.6 to 1 vol of 2-propanol and mix gently until the DNA precipitates. If a

low amount was recovered, precipitation could be improved by centrifugation
(15,000g, 10 min).

8. Discard the supernatant and wash DNA with 500 mL of 70% ethanol to remove
residual salts and isopropanol. Centrifuge (15,000g, 5 min), carefully discard the
ethanol, and dry until ethanol has been removed (see Note 7).

9. Resuspend DNA in 100–200 mL of double-distilled sterile water and 1–2 mL
RNAase A. Allow to dissolve at 37 C for several hours to overnight at 4 C (see
Note 8).

3.5. PCR Amplifications

Reaction mixture: Prepare 20 mL for each sample plus an additional control
tube that will not include template DNA. Each tube should contain 0.5 mL of
isolated DNA, 2 mL of 10X STR buffer, 0.2 mL of Taq polymerase (1 U), and
0.2 mL of each primer (0.5 mM final concentration). Double-distilled sterile
water to 20 mL. Dispense 19.5 mL for all samples tested into PCR tubes and add
samples (see Notes 9 and 10).

To achieve amplification of a fragment containing ITS1, 5.8S rDNA, and
ITS2 sequences (Fig. 1), ITS1 and ITS4 primers have to be used. Primers NL-1
and NL-4 are used for 28S rDNA D1/D2 domain amplification. The following
temperature profile is used with both primer combinations: initial denaturation
at 94 C for 4 min, followed by 30 cycles, each of them consisting of: denatura-
tion at 95 C for 1 min, primer annealing at 55 C for 1 min, primer extension at
70 C for 1 min, and a final extension step at 70 C for 7 min. In order to amplify
a fragment including 5.8S rDNA and ITS2 sequences (Fig. 1), ITS3 and ITS4
have to be used as primers.

Evaluation of PCR fingerprint obtained: PCR-amplified products are sepa-
rated by 2% agarose gel electrophoresis using 1X TAE electrophoresis buffer
and appropriate markers in the range of 100 to 2000 bp. Electrophoresis is
carried out at 20 V/cm for 3–4 h at room temperature; gels should be stained
with 1 mg/mL ethidium bromide solution and observe under UV light.

3.6. Sequence Analysis

PCR-amplified products are recovered from agarose gel using a Wizard PCR
Preps DNA Purification System (Promega). They can be sequenced to search
for yeast rDNA sequence similarities by using BLAST tools. Phylogenetic trees
can be constructed with the DNAMAN 4.03 program by using the neighbor-
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joining method and the Jukes-Cantor distance-correction method (35). It is
necessary to use a yeast that is well identified as out-group strain.

3.7. RFLP Analysis

PCR fragments containing sequences amplified with ITS1-NL-4 primers
(Fig. 1) from the problem strain are recovered from agarose gels as described
above, and aliquots (15 mL) of each sample are separately digested with 10 U
of BspdI, SspI, EcoRI, BamHI, and HaeIII (Promega) according to the
supplier’s instructions. Resulting restriction fragments are separated in agar-
ose 3%, and 100 and 1000 bp DNA Ladder (Promega) are used as molecular-
weight markers.

4. Notes
1. Citrus fruits are produced in the Tucumán region of Northwest Argentina. The

vectors of the yeast infection are very likely the larger fruit flies, Anastrepha
fraterculus and Ceratitis capilata, rather than one or more of the Drosophila
species. The two former species are endemic to the region (15).

Species of algarrobo in this part of Argentina are not forest trees, but grow as
individuals or in rather small groups, often as several trunks arising from the
same root. The region is arid or semi-arid and can expect approx 360 d of sun-
shine per year, which does not encourage dense tree growth. Slime fluxes on
algarrobo differ in consistency from those on species such as poplar or willow,
since they are much higher in sugar content and, in the hot, dry conditions of their
environment, become very viscous, black, and sticky. Eventually they are com-
pletely solidified and brittle (17).

The European algarrobo (carob) is an important food crop (31), and the South
American algarrobo is a potential one. Beans and pods of the South American
algarrobo are high in sugar and protein like those of the European carob. Sugars
produced by algarrobo are used in cottage industries to produce a fermented bev-
erage. Leguminous plants are known to produce a wide range of tannins, alka-
loids, and other nitrogenous compounds, besides sugars, which undoubtedly
influence the composition of the microflora of the slime fluxes as well as the
food value of the seeds (18).

2. It is important to take samples from citrus fruits showing evidence of decay
caused by insect attack or other injury: brown, hardened rind, or soft spots which
do not show evidence of fungal growth. For example, it is possible to plate out
the decomposing flesh or the expressed juice obtained from directly beneath the
rotting skin. When samples are taken of exudates from trees, the pesticide Cygon
(dimethoate), 6.6 mg/L, should be added to the isolation medium for control of
mites.

3. The authors have made an investigation of yeasts associated with spoilage of
citrus fruits in the Tucumán region of Northwest Argentina. The range of yeasts
found in decaying citrus fruits (oranges, mandarins, grapefruits, limes, and lem-
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ons) was rather narrow, but differed from those isolated by Vasek et al. (13) to
some extent. We noted that the latter workers isolated principally yeasts with
very limited ability to assimilate carbon compounds, while the greater part of our
isolates assimilated a moderately wide range of sugars and related compounds.
In common with Vasek et al., we frequently isolated species of apiculate yeasts
such as Kloeckera apiculata. It is also possible to find yeast strains like Candida
(Pichia) guilliermondii, Candida famata, Candida stellata, Pichia kluyveri,
Pichia membranaefaciens, Geotrichum candidum, other Candida spp., Crypto-
coccus sp., and so on.

4. It is possible to collect material from algarrobo tree exudates and rotting giant
and Opuntia sp. cacti in Northwest Argentina, and isolate yeasts from them. Dif-
ferent species of Leguminosae (Prosopis or Acacia), as well as different species
of Cactaceae (columnar cacti or Opuntia) are very common in Provincia de
Tucumán (Tafí del Valle, Quilmes, Amaicha del Valle, Colalao del Valle),
Provincia de Salta (Quebrada de Cafayate, Angastaco, Cachi), Provincia de Jujuy
(Purmamarca), and Provincia del Chaco (Las Breñas, Quimilí, Añatuya). Tables
3–5 show yeast species frequently found in those places.

Table 3
Yeast Species Isolated From Algarrobo Tree
Exudates in Northwest Argentina

Yeast species Total isolates

Bullera variabilis 22
Candida famata 64
Candida insectorum 4
Candida magnoliae 4
Candida membranaefaciens 25
Candida rhagii 12
Candida sake 7
Cryptococcus albidus 59
Cryptococcus skinneri 9
Cryptococcus terreus  5
Debaryomyces hansenii 36
Kluyveromyces sp.  8
Pichia angusta (Hansenula polymorpha) 49
Pichia carsonii  3
Pichia ciferrii (Hansenula ciferrii)  24
Pichia farinosa 25
Pichia sydowiorum 3
Torulaspora delbrueckii 19
Unknown 1
Total 379
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5. When manipulating DNA, wear gloves to minimize the risks of DNAase con-
tamination. In the case of PCR preparation, gloves should be powder-free because
powder inhibits DNA polymerases. Precautions must be taken when handling
dangerous solutions such as phenol, chloroform, and ethidium bromide. Material
Safety Data Sheets can be found at www.sigma-aldrich.com.

6. For the isolation of DNA, it could be necessary to optimize lysis conditions when
handling wild-type isolates. If there is poor clarification after lytic treatment,
proteinase K treatment could be extended. Nevertheless, further phenol treat-
ment ensures sufficient DNA suitable for PCR.

7. After two ethanol wash steps, liquid could be discard by inverting tubes and spin-
ning down 1–2 min to allow residual liquid in the walls to be collected by care-
fully pipetting from the bottom of the tubes. Do not overdry DNA pellets; this
can make resuspension difficult.

Table 4
Yeast Species Isolated From Pods of Prosopis spp.
and Acacia spp. in Northwest Argentina

Prosopis

Yeast species Acacia Cafayate  Amaicha Purmamarca

Cryptococcus spp. 19 21 2 42
Candida famata 4 4 22 30
Candida ciferrii 2 2
Total 25 25 24 74

Table 5
Yeast Species Isolated From Columnar Cacti
in Northwest Argentina

Locations

Yeast species Quilmes Cachi

Aureobasidium pullulans 2 2
Candida rugosa 8 8
Cryptococcus albidus 21 25
Pichia membranaefaciens 17 –
Sporidiobolus johnsonii 1 1
Sporobolomyces pararoseus – 2
Torulaspora delbrueckii – 22
Unknown – 1
Total 49 51
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8. DNA samples can be stored for several weeks at 4 C. Aliquots of samples can be
preserved at –20 C taking into account that repeated freezing and thawing of the
samples can damage DNA.

9. DNA samples obtained by the procedure described above are usually suitable for
PCR amplification. Concentration and quality should be tested by gel electro-
phoresis and absorbance measurements (32). Nevertheless, OD measurements
tend to overestimate DNA concentration. After electrophoretic evaluation, con-
centration of the samples should be adjusted to be similar by repeating steps 5–8
of the DNA isolation procedure. Absence of amplification could be due to
residual phenol or ethanol in the final preparations. To evaluate the reagents, a
positive (amplifiable) control should be included in all assays.

10. Total PCR reaction volume should be loaded to allow detection of all bands, even
the less intense ones. Inclusion of controls without template are important since
possible PCR artifacts should be considered when analyzing bands of low size
(100–300 bp). Electrophoresis runs of 2–3% agarose gels should be relatively
slow (20–50 V), allowing a discrete band pattern to develop. Capture image sys-
tems are useful when several bands are obtained, to precisely determine the num-
ber and size of bands.
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Aeromonads in Environmental Waters

Anavella Gaitan Herrera

1. Introduction
The normal habitat of Aeromonas species is the aquatic environment, and

they represent a high percentage of the heterotrophic microorganisms in a vari-
ety of aquatic systems; for this reason, the potential public health significance
cannot be ignored (1). Their presence has been reported in sewage and sewage
effluents, surface waters (fresh, estuarine, and marine), fish ponds, soils, natu-
ral mineral springs, stagnant water, chlorinated and unchlorinated drinking
water, and especially fresh waters (see Notes 1 and 2). The motile species are
often ubiquitous members of the aquatic ecosystem (2). But all can be compo-
nents of the microbial flora of aquatic animals, and may be pathogens of poiki-
lotherms, homoiotherms, and even man (3). They act as primary pathogens and
make a significant contribution to the disease process in fish that they invade
(4). They may cause clinical dropsy, ulceration, and widespread tissue necrosis
(5). Losses may be substantial, and control is dependent on eliminating the
underlying factors predisposing to infection. A. salmonicida and A. hydrophila
occupy two well-differentiated ecological niches. A. salmonicida is a natural
parasite of fish and other poikilotherms, and is normally found free in the water.
A. hydrophila belongs to the fish microflora and is ubiquitous in all types of
aqueous environments (6).

The US Environmental Protection Agency (EPA) developed the drinking
water Contaminant Candidate List (CCL), and Aeromonas hydrophila has been
included in the EPA’s proposed (April 1999) Unregulated Contaminant Moni-
toring Rule (UCMR), which requires assessment monitoring beginning in Janu-
ary 2001. The CCL serves as the primary source of priority contaminants for
the EPA’s drinking water program (7) (see Note 2).
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Characteristics of genus Aeromonas: Gram-negative rods or cocco-bacilli
(0.3–1.0 mm by 1.0–3.5 mm), singly, in pairs, or short chains; facultative anaer-
obes; oxidase positive; non-spore forming; motile with a single polar flagel-
lum (A. media and A. salmonicida are psychrophilic and nonmotile); and
resistant to the vibriostatic 0/129.

There are eleven named species of Aeromonas, and two of these have sub-
species: A. allosaccharophila, A. caviae, A. eucrenophila, A. hydrophila, A.
jandaei, A. media, A. schubertii, A. sobria, A. trota, A. salmoncida subsp.
achromogenes, A. salmoncida subsp. masoucida, A. salmoncida subsp.
salmoncida, A. salmoncida subsp. smithia, A. veronii subsp. veronii, A. veronii
subsp. sobria (8).

Health effects: Aeromonas species have been associated with diarrheal ill-
ness and can cause infections and septicemia (9,10). The infections can occur
in healthy people of all ages and are often acquired through foreign travel.
Wound infections are relatively uncommon but can progress rapidly if not
treated. The main species causing human infection are A. hydrophila, A. caviae,
A. veronii subsp. sobria, and A. media (9). Some motile species associated
with hemorrhagic septicemia in freshwater fish; A. hydrophila, A. caviae, and
A. sobria are pathogenic for fish and amphibians (11).

2. Materials
1. Columbia blood agar, nutrient agar, and MacConkey agar (see Note 3).
2. Ampicillin dextrin agar has been recommended for the isolation of Aeromonas

species from water, and ampicillin blood agar or Ryan’s medium (based on modi-
fied XLD medium with ampicillin) have also been used. Media containing ampi-
cillin cannot be used to isolate A. trota, which is sensitive to this antibiotic.

3. Methods
3.1. Biochemical Characteristics

Chemo-organotrophic facultative anaerobes have both respiratory and fer-
mentative types of metabolism. They are oxidase, catalase, gelatinase, and
DNase positive, reduce nitrates, and most strains ferment carbohydrates. Ure-
ase and phenylalanine tests are negative, and they are resistant to 2,4-diamino-
6,7-di-isopropylpteridine (vibriostatic agent 0/129) (Tables 1 and 2). The
species and subspecies can be differentiated biochemically, but such identifi-
cations are less reliable than methods based on genetic hybridization groups
(see Note 4).

3.2. Cultural Characteristics

Aeromonas species can be isolated in waters with a wide range of physico-
chemical limits, i.e., waters with pH values between 5.2 and 9.8 and tempera-
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tures lower than 10 C or as high as 45 C, 30 C being the thermal optimum.
They can be isolated from water with very low organic matter content, as in
oligosaprobiotic lakes and streams, and they can grow in polysaproiotic waters,
such as sewage. A. hydrophila can be isolated from skin lesions, and occasion-
ally from internal organs. A. caviae and A. sobria can be isolated from such
affected fish (see Notes 5 and 6).

Most Aeromonas species grow well at 37 C, although their optimal growth
temperature is 22–28 C, and their range is 4–42 C. A. salmonicida has a growth
temperature range of 5–30 C, with an optimum of 20 C. The optimum pH
range for Aeromonas species is 5.5 to 9, and they are not halophilic (4% NaCl).
All species grow well in Columbia blood agar, nutrient agar, and MacConkey
agar, but selective media are required for their isolation from contaminated
food and water (see Notes 7 and 8).

3.3. Detection Methods

Aeromonas species grow on a wide range of culture media, and can be iso-
lated from water on membrane filters of the type used for the enumeration of
coliforms and E. coli. A number of cultural techniques have been used to selec-
tively isolate aeromonads from water or sewage. Ampicillin dextrin agar has
been recommended for the isolation of Aeromonas species from water, and
ampicillin blood agar or Ryan’s medium (based on modified XLD medium
with ampicillin) have also been used. Media containing ampicillin cannot be
used to isolate A. trota, which is sensitive to this antibiotic (12) (see Notes 9
and 10).

Table 1
Differentiation Between the Motile Aeromonas Species
by Biochemical Properties: A. hydrophila, A. caviae, and A. sobria

A. hydrophila A. caviae A. sobria

Motility + + +
Esculin hydrolysis + + –
Growth in KCN broth + – –
Gas from glucose + – +
Voges-Proskauer

Acetoin production + – +/V
L-Histidine and L-arginine utilization + + –
Acid from arabinose + + –
L-Arabinose utilization + +
Fermentation of salicin + + –
H2S from cysteine + – +
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Table 2
Characteristics of Fermentative, Oxidase-Positive, 0/129 (150 mg) Resistant, Gram-Negative Rods

Aeromonas salmonicida

Aeromonas Aeromonas Aeromonas Subsp. Subsp. Subsp. Atypi-
hydrofila sobria caviae salmonicida achromogenes masoucida cal

Motility + + + – – – –
Growth at 37 C + + + – – – –
Diffusible brown pigment – – – + – – D
b-galactosidase + + + + + + D
Arginine dihydrolase + + + + + + D
Lysine decarboxylase D D D D – + –
Ornithine decarboxylase – – – – – – –
Simmon’s citrate D D D – – – –
H2S production + + – – – + D
Urease – – – – – – –
Indole + + + – D + D
Voges-Proskauer reaction + D – – – + D
Gelatin hydrolysis + + + + – + D
Aesculin hydrolysis + – + + – + D
Gowth in KCN + – + – – – •
Acid from:

Glucose + + + + + + +
Mannitol + + + + – + D
Inositol – – – – – – –
Sorbitol D D D – – – –
Sucrose + + + – + + D
Arabinose + + + + – + D

D, variable reaction; •, not known.
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4. Notes
1. Free available chlorine levels of 0.2–0.5 mg/L are considered sufficient to con-

trol aeromonad densities in water distribution systems. Lower levels may not
prevent regrowth if other conditions are favorable for it to occur.

2. The presence of aeromonads on the coast is probably owing to outflows from
wastewater discharges and rivers.

3. A. hydrophila can be isolated from feces of homeothermic animals; in human
stools, 0.1–11.7%. It is also found in raw food—fish, meat, and vegetables. The
presence of these organisms in food can be a source of human infection.

4. All species grow.
5. Aeromonads grow well on any complex medium such as nutrient agar or

trypticase soy agar, as well as selective media for fecal coliforms such as
MacConkey agar.

6. For most purposes in the water industry, identification to the level of Aeromonas
species is sufficient, and this can be achieved using API 20E test strips or an
equivalent biochemical system.

7. In farmed pond fishes, it is not uncommon to find, in spring or autumn especially,
a condition characterized by brownish necrosis of fins or tail, with chronic hem-
orrhagic ulceration at the base of the fins or congestions of the subepithelias
vessels. The motile aeromonad infection can at times cause devastating losses in
both wild and farmed fish populations.

8. Exposure to waterborne aeromonads may be through ingestion of contaminated
water or by contact with it from accidents during swimming or diving, through
skin or wound infections due to impact injuries, lacerations, or punctures. There
have also been descriptions of pneumonia after near-drowning incidents, and
cases of bone infections after contact of water with open fractures and wounds.

9. Food may also be an important source of exposure; the possibility of this should
be borne in mind if water is implicated as a source of infection. Aeromonads
have been isolated from meat (particularly when packaged under modified atmo-
spheres), poultry, sausages, fish and shellfish, raw milk, ice cream, and veg-
etables. The psychrophilic nature of some aeromonads allows them to grow well
at refrigerator temperatures.

10. Water treatment should be aimed at reducing the possibility of regrowth, princi-
pally by removing organic compounds that could be used as carbon and energy
sources. Distribution systems should be designed with short residence times if
possible. Measures may be needed to prevent accumulation of sediments in sec-
tions of pipework with low water velocities.
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Development of a Vital Fluorescent Staining Method
for Monitoring Bacterial Transport in Subsurface Ground
Water

Mark E. Fuller

1. Introduction
The ability to track or monitor individual bacterial cells in a given system

has the potential to yield new data about the factors affecting the survival,
movement, and growth of bacteria in a variety of environments and under a
range of conditions. For field-scale studies, the methods have mainly focused
on the use of nucleic-acid-binding fluorescent stains, most of which have det-
rimental effects on cell properties and functions, and also pose a health risk
due to their inherent toxicity.

This chapter details a protocol for using a fluorescent protein stain, 5- (and
6-) carboxyfluorescein diacetate, succinimidyl ester (CFDA/SE, Fig. 1A) for
labeling bacterial cells. The following information regarding CFDA/SE has
been adapted from Molecular Probes literature (1). CFDA/SE is initially cell
permeant and nonfluorescent. After entering the cell, nonspecific esterases
cleave the acetates and the central ester bond, generating a charged species that
is much less cell permeant (Fig. 1B). The succinimidyl moeity then reacts with
the amine groups of intracellular proteins to form stable fluorescent conjugates
(Fig. 1C).

The cell-labeling protocol has been extensively tested in the laboratory with
a wide range of bacterial strains (Table 1), and has been successfully scaled up
and evaluated at the field scale during experiments examining bacterial trans-
port in a shallow aquifer. The basic protocol involves cell growth and harvest-
ing, cell staining, and poststaining washing and preparation of cells for use in
experiments.



104 Fuller

2. Materials
2.1. Cell Growth and Harvesting

1. Basal salts medium (BSM) (2) augmented with a carbon source such as acetate or
lactate, or a standard bacteriological medium, such as R2A, tryptic soy broth, or
nutrient broth.

2. Phosphate buffered saline (PBS) containing (per L distilled H2O): 0.24 g
K2HPO4; 1.44 g NaH2PO4; 0.20 g KCl; 8.00 g NaCl. Adjust to pH 7.4 and steril-
ize by filtration or autoclaving.

3. Appropriate incubator or shaker to grow cells.
4. Centrifuge able to efficiently pellet bacterial cells.

2.2. Cell Staining

1. Anhydrous dimethyl sulfoxide (DMSO; Sigma, cat. no. D-8779).
2. 5- (and 6-) Carboxyfluorescein diacetate, succinimidyl ester (CFDA/SE; Fluka,

cat no. 21888; Molecular Probes, cat. no. C-1157). Prepare a 50 mM solution in
DMSO, and store frozen at –20 C.

3. Circulating water bath capable of relatively rapid cycling between 25 C and 40 C
and culture agitation (see Notes 1 and 2).

2.3. Cell Washing and Preparation for Use

1. Artificial groundwater (AGW) containing (per L distilled H2O): 70 mg
Ca(NO3)2•4H2O; 60 mg MgSO4•7H2O; 60 mg NaHCO3; 29 mg CaCl2•2H2O; 25 mg

Fig. 1. Reaction schema of CFDA/SE during staining of cells.
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CaSO4•2H2O; 10 mg KNO3; 0.4 mg NaH2PO4. After adding chemicals, adjust to
pH 6.0 with HCl, then sterilize by filtration (0.2 mm).

3. Methods
The entire procedure described here from growth through starvation is per-

formed in the same 50 mL conical-bottom disposable centrifuge tube (Corn-
ing, cat. no. 25330-50). It assumes cells are grown to a density of 1 ¥ 109 cells/
mL prior to harvesting, and that staining is performed in a small circulating
water bath placed on top of a magnetic stir plate.

Table 1
Bacterial Strains That Have Been Evaluated for Labeling With CFDA/SE

Strain Staining efficiency

Gram-negative Acinetobacter johnsonii High
Alcaligenes eutrophus Medium
Comamonas testosteroni DA001 High
Cytophaga pectinovora High
Enterobacter aerogenes High
Erwinia herbicola High
E. coli strain BL High
Flavobacterium odoratum High
Klebsiella sp. 1PC High
Ps. cepacia High
Ps. fluorescens Low
Ps. putida Low
Pseudomonas sp. LB300 Low
Pseudomonas sp. Tol1A High
Rahnella aquitilis BFB High
Sphingomonas capsulata High

Gram-positive Arthrobacter globiformis High
Bacillus subtilis High
Micrococcus luteus High
Paenibacillus polymyxa FER-02 High
Rhodococcus rhodocrous High
Streptomyces albus Low
Unidentified low G+C SO-B2 High
Unidentified low G+C SO-9 High

Adapted from Fuller et al. (2).
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3.1. Growth and Harvesting of Cells

1. Prepare 20-mL aliquots of sterile growth medium in 50-mL conical-bottom dis-
posable centrifuge tubes.

2. Inoculate the culture from either a fresh colony from a streak plate or from a fresh
liquid culture (0.5% v:v).

3. Grow the culture to late exponential/early stationary phase.
4. Harvest the cells by centrifugation (10,000g, 10 min, 4 C).
5. Discard the supernatant, and resuspend the cells in an equal volume of PBS.
6. Repeat steps 4 and 5, and harvest the cells as in step 4.
7. Discard the supernatant and resuspend the cells in 2 mL PBS to achieve a final

cell concentration of 1 ¥ 1010 cells/mL.

3.2. Staining of Cells (see Note 3)

1. Thaw and thoroughly mix the CFDA/SE stock solution.
2. Turn on the water bath and set the temperature to 25 C.
3. Add a small, sterile magnetic stir bar (“flea”) to the concentrated culture.
4. Add 2 mL of the CFDA/SE stock solution per mL, yielding a final CFDA/SE

concentration of 100 mM.
5. Immediately cap the tube tightly and vortex the culture vigorously to disperse the

stain.
6. Place the culture in the water bath and turn on the stir plate. Assure that the

culture is mixing well.
7. Set the water bath temperature to 37–39 C.
8. When the temperature reaches the set point, adjust the temperature control back

to 25 C.
9. Repeat the temperature cycling at least three to five times. The culture should

become bright yellow as staining proceeds.
10. Remove a small aliquot of the culture (2 mL) and view using an epifluorescent

microscope to confirm the cell staining has been effective. If cells are not fluo-
rescing, or are only weakly fluorescent, the procedure should be repeated starting
at step 4.

3.3. Washing and Starvation of Cells

1. When the staining procedure is complete, add 18 mL of AGW, mix, and retrieve
the stir bar from the tube.

2. Harvest the cells by centrifugation (10,000g, 10 min, 4 C).
3. Decant the supernatant and resuspend cells in 20 mL of AGW.
4. Repeat steps 2 and 3 twice more. The supernatant should become less and less

yellow with each cycle.
5. Resuspend the final cell pellet in 20 mL AGW.
6. Incubate the cells with shaking for 48–72 h at the temperature at which the exper-

iments using the cells will be performed (i.e., for experiments performed at typi-
cal in situ groundwater temperatures, stained cells should be incubated at 15 C).
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3.4. Use of Cells

1. Harvest the cells by centrifugation (10,000g, 10 min, 4 C).
2. Decant the supernatant and resuspend the cells in equal volume of fresh AGW.
3. Repeat steps 1 and 2 until the supernatant becomes absolutely colorless (see Note 4).
4. After the final centrifugation, resuspend the cells in a medium appropriate for the

experiments to be performed (see Note 5).
5. Cells can be enumerated by direct epifluorescent microscopy, flow cytometry,

and microplate spectrofluorometry, as described elsewhere (3,4) (see Note 6), as
well as combined with other methods such as immunomagnetic separation (or
ferrographic capture) (5).

6. If sample must be preserved prior to analysis, formaldehyde at a final concentra-
tion of 1–4% (w:v) is recommended. Glutaraldehyde is not recommended because
of its tendency to increase cell autofluorescence.

4. Notes
1. The equipment used during the staining procedure should be able to keep cell

cultures very well mixed, either by an integrated shaking mechanism, or by being
able to be placed upon a magnetic stir plate. As an alternative, the use of
bioreactor with integrated heating/cooling coils and mixing paddles has also
proven very effective, especially for larger (10+ L) volumes of cells.

2. To bring the temperature down rapidly, the water bath should be equipped with a
cooling coil attached to either a chiller or the cold-water tap.

3. The protocol described above is optimized for the specific bacterial strains used
during the developmentof this staining method, although it has also proved gen-
erally applicable for the bacterial strains listed in Table 1. If this procedure does
not prove effective for a given strain, two changes are suggested: (a) increase the
CFDA/SE concentration during staining; (b) alter the staining temperature
regime.

With each change, it is also suggested that plate counts be performed before and
after staining to assess the effects of the changes on cell culturability/viability.

4. An effective means to determine whether all the excess, noncell-associated stain
has been removed is to measure the total fluorescence of the supernatant using a
microplate or standard fluorometer.

5. The staining efficiency of the cells should be determined by counterstaining the
cells with a general cell stain like DAPI (4',6-diamidino-2-phenylindole), and
then enumerating the number of CFDA/SE+ and DAPI+ cells using epifluorescent
microscopy or flow cytometry. The staining efficiency is defined as:

(number of CFDA/SE-stained cells)
Efficiency = _____________________________ ¥ 100

(number of DAPI-stained cells)

6. The fluorescence intensity of this compound is pH-dependent, with the maxi-
mum fluorescence reaching a plateau at pH 8.5. Sample pH can be increased
using phosphate buffer solutions.
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Bench Scale Flow Cell for Nondestructive Imaging
of Biofilms

Eric S. Gilbert and Jay D. Keasling

1. Introduction
Microbial biofilms impact economically important processes ranging from

water treatment to nosocomial infections. Understanding their ecology is a key
step in learning how to manipulate them. A feature that changed scientists’
understanding of microbial biofilms was the discovery of their three-
dimensional heterogeneous structure, which occurred primarily with the advent
of the confocal laser scanning microscope (CLSM) (1). It was recognized that
handling attached populations of cells prior to imaging would distort their struc-
ture, principally owing to shear forces at the air-liquid interface tearing the
biofilm (2). Consequently, flow cells that facilitated nondestructive imaging of
biofilms were developed by several groups.

Several designs for flow cells have been reported (2–7). Flow cells are cur-
rently commercially available from Stovall Life Science, Inc. (Greensboro,
NC), based on a design reported in Christensen et al. (7). This chapter focuses
on the application of a flow cell design first reported in Cowan et al. (8) for
imaging biofilms by CLSM.

The study of mixed microbial populations in biofilms has been facilitated by
the availability of fluorescent markers. Biofilm-dwelling organisms can be
labeled exclusively with fluorescent proteins (8–10), a combination of fluores-
cent protein and fluorescent dyes (11) or antibodies (12), or exclusively with
fluorescently labeled nucleic acid probes or antibodies (7,13,14). All of these
labeling techniques have been used successfully in combination with flow cells
to investigate the ecology, metabolism, and organization of microorganisms in
biofilms.
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2. Materials
2.1. Flow Cell Construction

1. Delrin® plastic sheeting, 2 mm thickness, or equivalent.
2. 1.0-mm Stainless steel tubing cut into sections (see Subheading 3.1.).
3. Silicone adhesive, e.g., General Electric RTV102 or equivalent.
4. 22 ¥ 60-mm no. 1 coverslips.

2.2. Pumps and Tubing

2.2.1. Pumps

1. Cole Parmer (Vernon Hills, IL) Masterflex L/S® peristaltic pump drive, e.g., Cole
Parmer, cat. no. 77521-40, or equivalent.

2. Ismatec Minicartridge pump head for Masterflex L/S® drive, e.g., Cole Parmer,
cat. no. U-07623-10, or equivalent.

2.2.2. Tubing

1. 0.89-mm Internal diameter (id) silicone tubing (peroxide cured).
2. 3.2-mm id Pharmed tubing.
3. 0.89-mm id Pharmed three-stop tubing (e.g., Cole Parmer, cat. no. U95700-26).

2.2.3. Low-Pressure Chromatography Fittings (Bio-Rad, Inc., Hercules, CA)

1. 0.8-mm Barb to male and barb to female luers (Bio-Rad, cat. nos. 731-8224 and
731-8221).

2. 3.2-mm Barb to male and barb to female luers (Bio-Rad, cat. nos. 731-8223 and
731-8226).

3. 0.8-mm Male and female luer plugs (Bio-Rad, cat. nos. 731-8232 and 731-8233).
4. Three-way stopcock (Bio-Rad, cat. no. 732-8103).

2.3. Other Supplies

1. 0.22-mm Syringe filters (Millipore, Bedford, MA) or equivalent.
2. SYTO 59 soluble nucleic acid stain (Molecular Probes, Eugene, OR).
3. 10-L Water bath or similar size.
4. 1-L Autoclavable glass bottles with screw-top lids.

3. Methods
3.1. Constructing the Flow Cell

The bench scale parallel-plate flow cell was designed to approximate the
dimensions of a standard microscope slide (Fig. 1). The frame of the flow cell
is made from Delrin® plastic sheeting, an acetal-type polymer (Dupont,
Wilmington, DE). It is 76.2 mm long, 25.4 mm wide, and 2 mm in height. Two
46 ¥ 4-mm channels are cut into the piece of plastic. The channels have a
parabolic curve at either end that starts to taper inward at 1.5 mm from the
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lengthwise edge. In order for fluid to enter and exit the channels, a 1.0-mm
diameter centered hole is drilled into the lengthwise ends of each piece of plas-
tic, leaving 0.5 mm above and below it. A 25.4-mm piece of stainless steel
tubing with 1.0-mm outer diameter (od) is inserted into each hole, and subse-
quently a small amount of epoxy is touched to the outside of the hole to glue
the tube in place, and also to seal it.

The channels are converted into chambers by adhering a 22 ¥ 60-mm no. 1
cover glass to the plastic frame. This is accomplished by applying a bead of
silicone adhesive along the surface of the frame. The cover glass is set on the
adhesive, and then pressed into place using a lint-free wipe. Care must be taken
not to slide the cover glass along the surface of the frame, as this will mark it
with silicone. This can be done by securing the glass in place between the
thumb and middle finger, and gently pressing on the glass with the index fin-
ger. It is recommended that latex gloves be worn to avoid leaving fingerprints
on the glass. Allow the glass to sit for at least 20 min before repeating the
process on the reverse side of the frame. The adhesive should be allowed to
cure overnight. Subsequently attach 6-cm-long pieces of 0.8-mm id silicone
tubing to the stainless steel tubes of the flow cell. At the ends of the silicone tubes,
insert a barbed low-pressure chromatography fitting (Bio-Rad, Hercules, CA).

3.2. Tubing and Pump

To culture biofilms nondestructively, it may be necessary to pump fluid
through the flow cell for several days. It is essential to use tubing and fittings
that will not leak. The low-pressure chromatography fittings sold by Bio-Rad,
Inc. (Hercules, CA) are well suited for this purpose. These fittings permit tub-
ing with an id of 0.8, 1.6, or 3.2 mm to be coupled together through use of a
standard-sized luer-type joint. The use of translucent silicone tubing is useful
for monitoring the progress of liquid or air through the lines, but the selection
of tubing material should be made based on the properties of the liquid medium
to be used.

A peristaltic pump and associated pump head must be selected that can
deliver medium at appropriate flow rates for the experiment. Pump manufac-

Fig. 1. Flow cell, top view. See Subheading 3.1. for details.
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turers provide two- and three-stop tubing of different diameters for peristaltic
pumps that deliver a wide range of flow rates. Flow rates for parallel-plate
flow cells range from 2 mL/h (15) to higher rates (see Note 1). A pump with
eight or more rollers will produce a more uniform flow through the channel.

3.3. Media Reservoir Bottles

Vessels to function as media reservoirs may be constructed from autoclav-
able glass bottles. To prepare the media bottles, drill four holes of 5-mm diam-
eter into the bottle cap, and insert sections of glass tubing approx 80 mm in
length (see Note 2). Secure the glass tubing in place and seal the holes using
silicone adhesive. Repeat if necessary to completely cover the seam between
the glass tube and the plastic cap. Once the adhesive has cured, attach 220-mm
sections of 3.2-mm id Pharmed tubing (recommended because of its durabil-
ity) to each of the four glass tubes protruding out of the cap. Insert barbed luer
fittings into the Pharmed sections to allow the bottle to be connected to the rest
of the system. To two of the glass tubes protruding through to the inside of the
cap, attach lengths of 3.2-mm id Pharmed tubing of sufficient length to reach
the bottom of the media bottle. One of these tubes will be the air inlet; the other
will be the media outlet.

3.4. Assembling the Flow-Cell Circuit and Sterilizing the Components

Assemble all the necessary components for the flow-cell circuit prior to ster-
ilization. Determine that the necessary pieces of tubing are of sufficient length
to connect the components of the system. Insert low-flow chromatography fit-
tings into the tubing to connect the separate pieces. It is recommended to use
one male and one female fitting on each component of the system, thus allow-
ing the pieces to be connected in a directional manner.

To sterilize tubing for the flow-cell circuit, disassemble the inspected flow-
cell circuit, and autoclave the requisite pieces. Similarly, prepare liquid media
for the experiment in the media bottles, cover the bottle openings, and auto-
clave. Autoclave the waste bottle or receptacle as well. To sterilize the chan-
nels of the flow cell, connect each one to a three-stop tubing/three-way valve
segment (stationed in the peristaltic pump; Fig. 2, 9), and sterilize by pumping
0.2% bleach completely through the three-stop tubing and the flow-cell chan-
nels. Turn off the pump and allow the bleach to sit for a minimum of 20 min.
Subsequently, rinse the bleach by pumping 125 mL of sterile water through
each channel.

Assemble the sterilized components to build the flow-cell circuit. Attach a
0.22-mm syringe filter with luer fitting to the outflow of the media bottle (Fig.
2, 8). Also insert a 0.22-mm filter into the three-stop tubing for the aeration
pump (Fig. 2, 7). Connect the segments of tubing to build the circuit by spray-



Nondestructive Imaging of Biofilms 113

ing each chromatography fitting with 95% ethanol, followed by rapid attach-
ment. Keep not-yet-connected components sterile by covering them with
flame-sterilized aluminum foil.

3.5. Cultivating Biofilms

3.5.1. Recirculation Mode

To seed the sterilized flow cell, bacteria must be recirculated through each
channel. Inoculate a media bottle to an initial optical density of 0.04–0.06 (600
nm) (see Note 3). Place the bottle in the preheated water bath (Fig. 2, 4). Con-
nect the media bottle to the aeration pump (Fig. 2, 2), and connect the tubing
leading to the flow cell to the 0.22-mm filter at the outlet of the media reservoir
(Fig. 2, 8). Connect the tubing leading out of the flow cell to the second inlet in
the media reservoir to make a complete circuit (Fig. 2, dashed line). Turn on
the both the aeration pump and the media pump, and recirculate for a minimum
of 2 h to allow bacteria to adhere to the cover glass. The aeration pump should
be set to a rate that allows the bacteria to grow at a maximum rate, determined
through prior experimentation. The media pump should circulate medium at a
rate with enough shear stress to encourage colonization of the surface (see
Note 4).

3.5.2. Switching to Continuous Mode

After a period of time in recirculation mode to allow cells to attach to the flow-
cell surface, the system should be switched to a continuous-flow regime (Fig.
2, solid line). In continuous mode, liquid flows unidirectionally over the grow-
ing biofilm, providing nutrients and encouraging unattached cells to flow
downstream to the waste bottle (Fig. 2, 6). Another media bottle should be
prepared for each channel, to replace the one used during recirculation. The

Fig. 2. Description of flow cell apparatus.
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volume of medium in the bottle must be sufficient to keep the growing biofilm
immersed in liquid overnight until it can be replaced (see Note 5). The replace-
ment media bottle should have a 0.22-mm filter on the outflow to prevent con-
tamination of the media reservoir. For continuous mode, the end of the
tubing leading out of the flow cell (Fig. 2, dashed line) should be detached
from the media reservoir and placed into the sterile waste bottle (Fig. 2, 6). The
flow rate of the media pump should be reduced to a rate that will ensure that the
level of liquid in the reservoir does not become low enough to permit air to
enter the line leading to the flow cell (see Note 6).

3.5.3. Changing Bottles

For extended experiments, it is necessary to provide fresh medium to the
growing biofilms. To change the bottles, first turn off the pumps. Place the
fresh media bottle into the water bath, adjacent to the bottle being replaced.
Spray the relevant fittings with ethanol, and quickly transfer the air tubing and
the media tubing from the recirculation bottle to the new media reservoir bottle.
Once the tubing has been securely attached to the new media bottle, turn on the
aeration pump, and observe the formation of bubbles in the fresh media bottle.
At this time, air in the lines must be pumped out of the media outlet tubing in
the fresh media bottle. To accomplish this, open the three-way valve (Fig. 2, 9) to
redirect the flow of liquid away from the flow cell. Place a receptacle under the
opening to catch liquid that will be pumped out. Turn on the media pump, and
observe the outflow of medium containing cells, followed by a volume of air,
and finally the flow of fresh, clear medium. After it has been established that
all of the air has been pumped out of the line, quickly turn the three-way valve
to allow the fresh medium to flow again through the flow-cell channel.

3.6. Preparing the Biofilms for Imaging

3.6.1. Rinsing

If the biofilms are to be analyzed by CLSM, they must be rinsed and stained
prior to imaging. To rinse, prepare a flask containing sterile 50 mM phosphate
buffer, covered with aluminum foil. Disconnect the tubing leading to the flow
cell from the media reservoir bottle. Observe the end of the tubing to see
whether there is an air bubble in the line. If air is present, operate the pump in
reverse mode to displace the air with medium (approx 3–5 s). Immerse the end
of the tubing into the phosphate buffer, and run the pump in the forward direc-
tion for a minimum of 15 min. The rate of rinsing should not exceed the rate at
which the pump was operated in continuous mode. A faster rate could result in
damage to the biofilm.
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3.6.2. Staining

To stain the biofilm, a suitable fluorescent dye must be pumped into each
channel and subsequently rinsed out. Care must be taken during this procedure
not to introduce air into the channels, as air bubbles can disrupt the biofilm
structure. In theory, the minimum amount of dye that would be required to
stain each channel would be equal to its volume, approx 0.37 mL, plus the
volume of the tubing leading from the pump into the channel. In practice, the
risk of introducing an air bubble into the channel exceeds the benefit of using
the minimum amount of dye; thus, a volume of 0.6–1.0 mL is recommended.

Dilute the dye according to the manufacturer’s guidelines, preparing it in a
sterile microfuge tube, and set it in a suitable rack. Wear nitrile gloves when
handling dyes, as they are often mutagenic. Stain each channel individually.
Detach the end of the three-stop tubing from the tubing leading to the media
pump. Briefly operate the pump in reverse mode to expel any air from the line.
Insert the tubing into the microfuge tube containing the dye. Operate the pump
in the forward direction, observing the dye flowing into the channel. Take care
that the end of the tubing is fully immersed in liquid. When the channel has dye
throughout, turn off the pump and allow the biofilm to stain (see Note 7).

3.6.3. Rinsing

To rinse the dye out of the channel, add 50 mM phosphate buffer to the
microfuge tube containing the dye, taking care not to displace the tubing lead-
ing to the flow cell. Turn on the pump to start rinsing the dye. As the level of
buffer in the microfuge tube drops, add more to replace it. For SYTO 59, 5 to
10 flow-cell volumes (approx 2–4 mL) of buffer is adequate to rinse out the
dye. Once the channel is rinsed, turn off the pump and insert low-flow chroma-
tography fitting plugs to the ends of the channels. Insert the first plug to the
downstream side of the flow cell. At this point, the biofilm is ready for imaging.

3.6.4. In Situ Imaging

The flow-cell system is useful for imaging biofilms nondestructively in situ.
Set up the flow-cell circuit such that the lengths of tubing leading into and out
of the flow cell are long enough to permit the flow cell to be mounted on the
stage of a microscope. Hold the flow cell in place with tape or clamps. Cells
that produce a fluorescent protein such as gfp can be monitored using an
epifluorescent microscope. Cell adhesion and biofilm development can then be
observed in real time.
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3.7. Reusing Flow Cells

After an experiment has been completed, reattach the flow cell to the media
pump. Pump air through the channels to push out the bulk of the biofilm. Rinse
the flow cell with 15% ethanol, to solubilize any remaining dye. After rinsing,
the cover glasses attached to the plastic frame may be removed by sliding a
razor blade underneath them. Use a lint-free wipe and rub off all remaining
silicone adhesive. Once the plastic frame is dry, it may be reused with new
cover glasses. Do not reuse the same pieces of cover glass for more than one
experiment, as there are cells that are irreversibly bound to it.

4. Discussion
The flow-cell apparatus described in this chapter has several beneficial fea-

tures. First, it produces biofilms that are cultivated nondestructively and that
can be readily imaged by CLSM, as well as other microscopic techniques. Sec-
ond, the flow cell is robust and can be reused many times. Third, the flow cell
is low in cost, and it can be made using equipment found in many machine
shops. Fourth, the system as described can be operated on the bench at a wide
range of temperatures. Fifth, the modular nature of the system makes it flex-
ible, allowing it to be adapted to a wide range of applications.

The system as described has been run with reliability using bleach as the
sterilizing agent. It may be possible to sterilize the system by irradiation,
although this has not been tested by the authors. The effectiveness of steriliz-
ing agents can be determined by recirculating uninoculated rich medium
through the flow cell apparatus for an extended period. The system would
require modification to cultivate biofilms with volatile substrates.

5. Notes
1. The authors commonly use a flow rate of 0.84 mL/min during the recirculation

phase of biofilm cultivation, and a flow of 0.35 mL/min after switching to a con-
tinuous (one-way) flow regime.

2. The authors prepare sections of glass tubing from 1-mL serological pipets.
3. The authors commonly use a 1-L media bottle containing 200 mL of growth

medium.
4. The authors typically use a flow rate of 0.84 mL/min.
5. The authors commonly use a 1-L bottle containing 600 mL of growth medium.
6. The authors typically use a flow rate of 0.35 mL/min.
7. For SYTO 59 (Molecular Probes, Inc., Eugene, OR), a soluble red nucleic-acid

stain frequently used by the authors to image biofilms, 10 min is usually suffi-
cient.
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α-Galactosidase Assay
in Fermented Soymilk Products

Marisa S. Garro, Graciela Font de Valdez, and Graciela Savoy de Giori

1. Introduction
The enzyme alpha-galactosidase (α-gal) (EC. 3.2.1.22) hydrolyzes the

α-1,6-galactosidic bonds present in melibiose, raffinose, and stachyose. These
carbohydrates, which are found in plants, cannot be metabolized by humans
(1), these sugars being responsible for intestinal disturbances, such as flatu-
lence. Many attempts to reduce these antinutritional factors by soaking (2),
germination (3), and water extraction at different times and ratios (4) have
been made. Enzyme treatment of soymilk with α-gal from molds and yeasts is
well documented (5–8); however, little is known about this enzyme isolated
from lactic acid bacteria. The presence of this enzyme has been reported in
Bifidobacterium genera, whereas in lactic acid bacteria, it is produced only by
some strains of Lactobacillus, Leuconostoc, and Pediococcus (9–12). The
method developed to study α-gal from several sources (8,13) is based on the
absorbance measurement at 400 nm of the p-nitrophenol (pNP) released by the
action of the enzyme (α-gal) upon its specific substrate, p-nitrophenyl-α-D-
galactosidase (pNPG).

α-galactosidase
p-nitrophenyl-α-D-galactosidase + H2O → D-galactose + p-nitrophenol

Previous enzymatic determinations for α-gal were developed in cell-free
extracts from microorganisms grown on broth. In this chapter we propose a
new method for α-gal extraction from microorganisms grown on soymilk. The
enzymatic technique modifications described here were carried out for α-gal
determination in lactic acid bacteria and bifidobacteria.
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2. Materials
Prepare all solutions with fresh, distilled water (dH2O). To prevent the

growth of microorganisms, sterilize the containers.

1. Sample: soymilk or fermented soymilk products (see Note 1).
2. McIlvaine buffer (citric acid–Na2HPO4): solution A (0.1 M citric acid): weigh

2.10 g citric acid monohydrate (C6H8O7·H2O) and make to 100 mL with dH2O.
Solution B (0.2 M Na2HPO4): weigh 2.84 g Na2HPO4 and make to 100 mL with
dH2O. To prepare 100 mL McIlvaine buffer, pH 5.8, mix 39.55 mL solution A
and 60.45 mL solution B and check the pH (glass electrode).

3. Glass beads (0.1 mm-diameter, Sigma).
4. 10 mM p-nitrophenyl-a-galactopyranoside (pNPG). Dilute 3 mg/mL pNPG in

McIlvaine buffer, pH 5.8. Store at –20 C.
5. 0.25 M sodium carbonate (Na2CO3). Weigh 2.65 g Na2CO3 and make to 100 mL

with dH2O. Store at room temperature.
6. 10 mM p-nitrophenol (pNP). Weigh 34.7 mg pNP and make to 25 mL with

McIlvaine buffer, pH 5.8.
7. Eppendorf tubes.
8. Micropipets and tips.
9. Water bath.

10. Spectrophotometer.

3. Methods
3.1. Enzyme Extraction

1. Transfer 1 mL of sample (soymilk or fermented soymilk products) to an
Eppendorf tube.

2. Centrifuge at 12,000g for 5 min to separate soluble materials.
3. Discard the supernatant and add 1 mL McIlvaine buffer to wash the pellet; mix

thoroughly by vortexing.
4. Repeat step 2.
5. Weigh the obtained pellet and add McIlvaine buffer to 1 mL.
6. Add glass beads (half of pellet weight) to resuspended pellet.
7. Vortex the mix 10 times for 20 min with 1-min intervals on ice.
8. Centrifuge at 12,000g for 10 min to remove glass beads, insoluble particles, and

unbroken cells.
9. Transfer the supernatant carefully to a clean tube. It may be stored at 4 C up to 1 wk.

3.2. Enzyme Assay

1. The reaction mixture contains: 50 mL 10 mM pNPG, 10 mL McIlvaine buffer, pH
5.8, and 140 mL of the supernatant obtained in Subheading 3.1. Final reaction
volume: 200 mL (see Notes 2 and 3).

2. Mix gently and incubate at 37 C for 15 min.
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3. Stop the reaction by addition of 3 mL 0.25 M sodium carbonate. Final total vol-
ume: 3200 mL.

4. Measure the absorbance at 400 nm (A400) against water.
5. Calculate the concentration of released pNP by means of a standard curve with

pNP, which must be linear throughout a concentration range of 0.01 to 0.15 mmol/
mL (see Note 4).

6. Results are expressed as units of enzyme (UE) (relative activity). For specific
activity, the results should be expressed as UE per mg of protein (see Note 5).

4. Notes
1. Samples stored at –20 C are stable for long periods.
2. The supernatant volume (enzyme extract) adding to the reaction mix will depend

on the enzyme activity. If the absorbance at 400 nm (A400) is too high, falling
outside of the linear portion of the standard curve of pNP, change the enzyme/
McIlvaine buffer ratio (i.e., 80 mL enzyme + 70 mL buffer). The sum of both
should be always 150 mL.

3. Reactive and sample blanks must also be prepared. Reactive blank: replace super-
natant (enzyme extract) by buffer McIlvaine. Sample blank: replace p-PNPG by
buffer McIlvaine. Last blank must be made for each sample.

4. The amount of pNP is calculated as follows:

DA400 ¥ F (mmol/mL) ¥ Vf (mL) ¥ df
Activity (UE/mL) = ______________________________

15 min ¥ V.enz (mL)

DA400: A400 sample - A400 reactive blank (or higher sample blank obtained).

F: calculated factor from the standard curve of pNP.
Vf: Final total volume (3.2 mL).
V.enz: enzyme volume in the reaction.
df: dilution factor (if necessary).

5. One unit of enzyme (UE) is defined as the amount of enzyme released by 1.0
mmol of pNP from pNPG per mL per min under the assay conditions. The spe-
cific activity is expressed as UE per mg of protein. Protein can be estimated
according to the method of Lowry (14) (or equivalent) with bovine serum albu-
min as standard.
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Considerations to Avoid the Overestimation
of Exopolysaccharides Produced by Lactic Acid Bacteria

María Inés Torino and Graciela Font de Valdez

1. Introduction
Lactic acid bacteria (LAB) producing exopolysaccharide (EPS) are of com-

mercial interest especially because of their “food-grade” nature and their appli-
cation as starter cultures in the food industry (1,2). Milk has been commonly
used as a culture medium for EPS production. However, the isolation of
polysaccharides from coagulated milks is tedious, time-consuming, and
includes the risk of degrading the polymer during manipulation (3). When a
complex medium is used, the isolated EPS is always heavily contaminated with
other medium components (the so-called EPS reacting material), such as beef
extract, peptones, and yeast extract, which remain after dialysis. Thus, the
amount of EPS measured in complex media is overestimated. To avoid this
problem, some practical considerations are given, as well as evidence of the
interference between the EPS reacting material (ERM) and the EPS produced
by starter cultures.

2. Materials
2.1. Growth Media

Complex medium: MRS broth (4) (see Note 1): 10 g/L polypeptone, 10 g/L
meat extract, 5 g/L yeast extract, 20 g/L glucose, 5 g/L sodium acetate, 1.08 g/L
Tween-80, 2 g/L ammonium citrate, 2 g/L K2HPO4, 0.2 g/L MgSO4• 7H2O,
and 0.05 g/L MnSO4• 4H2O; pH 6.4 ± 0.2. Sterilize by autoclaving at 121°C
for 20 min.
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2.2. Media for Detection of EPS Reacting Material (ERM)

1. Complete complex medium: MRS (see Note 2).
2. Simplified complex media:

a. Basal medium (MB): 20 g/L glucose, 5 g/L sodium acetate, 1.08 g/L Tween-
80, 2 g/L ammonium citrate, 2 g/L K2HPO4, 0.2 g/L MgSO4•7H2O, and 0.05 g/L
MnSO4• 4H2O; pH 6.4 ± 0.2 (see Note 3). Sterilize at 121 C for 20 min.

b. MB containing peptone (MBp), yeast extract (MBye), or beef extract (MBbe)
at the concentrations present in MRS (see Note 4). Sterilize at 121 C for 20
min.

2.3. Media for Total EPS Determination

1. Complete complex medium: MRS (see Note 5).
2. Media MB with the addition of either peptone, yeast extract, or beef extract (see

Note 6). Sterilize at 121 C for 20 min.

2.4. Materials for Cell Growth

1. An active culture grown in complex MRS broth for 16–18 h (overnight) at the
usual growth temperature.

2. Sterile saline solution (NaCl 0.85% w/v). Sterilize at 121 C for 20 min.
3. MB glucose with the individual contaminant compounds of the MRS broth to be

evaluated, as described in Subheading 2.3.
4. Sterile pipets.

2.5. Materials for the Isolation of EPS and ERM

1. LAB grown in the different complex media (Subheading 2.4., step 3) for about
24 h (see Note 7) at the usual growth temperature.

2. Uninoculated complex media as control (Subheading 2.2.).
3. Solution of 50% (w/v) trichloroacetic acid (TCA) (see Note 8).
4. Ethanol 95%. Store at 4 C before using.
5. Distilled water (dH2O).
6. Dialysis sacks (Sigma) that retain compounds with molecular weights greater

than 12,000 (see Note 9).
7. Dialysis sack closures (Sigma) (see Note 10).
8. Waterproof marker.

2.6. Materials for the EPS Quantification by Using the Phenol-Sulfuric
Method

1. Very clean glass tubes (see Note 11).
2. Distilled water.
3. Phenol reagent (80% w/v). To prepare 10 mL, weigh 8 g phenol using a 10-mL

test-tube, dissolve at 37 C, and then add dH2O to the final volume. Phenol is
toxic and must be carefully prepared.

4. Concentrated sulfuric acid (see Note 12).
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2.7. Materials for the Separation of the ERM and the EPS
Produced by LAB: Filtration Chromatography

1. Moving phase: 50 mM Tris-HCl buffer, pH 7.0: to prepare 1 L buffer, dissolve
6.05 g of Tris base in 250 mL dH2O, adjust to pH 7.0 with pure HCl, and make up
to 1000 mL with dH2O.

2. Stationary phase: Sepharose 4B matrix (see Note 13) dissolved in Tris-HCl
buffer (see Note 14): add glass wool to cover (approx 0.5 cm) the bottom of the
glass column (1 m ¥ 1.2 cm) to support the matrix, and pour the swollen sepharose
smoothly to fill up the column, which must be in a vertical position (see Note 15).
The gel suspension must be deaerated at low pressure before being packed into
the column. It is of particular importance to avoid the inclusion of air bubbles in
the packed matrix. Once packed and washed, the column must be calibrated with
a mix of known molecular weight (MW) dextrans (0.25 mg/mL each), using Dex-
tran Blue (DB) to determine the death volume (see Note 16).

3. Clean pipets.
4. Total lyophilized EPS, which has been isolated from the different cultures and

suspended in 1 mL dH2O (see Note 17).
5. Distilled water.
6. Fractions collector.
7. Clean glass tubes to collect the eluted liquid.
8. Materials to check the eluted fractions by using the phenol-sulfuric method (Sub-

heading 2.6.).

3. Methods
3.1. Isolation of the EPS and the ERM From Complex Media (5)

1. Grow the LAB under study in 100 mL (see Note 18) of MRS broth at the usual
growth temperature for 16 h.

2. Harvest the cells aseptically by centrifugation (10,000g, 5 min at 16 C) (see Note
19) and wash the pellet twice with 20 mL sterile saline solution. Suspend the
cells in 10 mL saline solution (see Note 20).

3. Inoculate 100 mL (see Note 15) of the different simplified media (Subheading
2.4.) with the cell suspension to reach an initial A560 of 0.1; mix, and incubate at
the usual temperature for 24 h (see Note 7). Incubate an equal volume of the
uninoculated media (control of ERM).

4. Remove the cells by centrifugation (see Note 21), and keep the supernatants con-
taining the EPS. Record the volume (mL) of supernatant recovered for calcula-
tion.

5. Add 25 mL of 50% TCA to reach a final concentration of 10% in both cultures
and uninoculated media (see Note 22); mix, and store at 4 C for a 30 min mini-
mum to assure the elimination of proteins.

6. Centrifuge (10,000g, 10 min at 4 C), and recover the EPS from the supernatants by
precipitation with 3 vol of cold 95% ethanol at 4 C for 24 h (see Note 23).
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7. Centrifuge, discard the supernatant, and dissolve the precipitated EPS with 20
mL of distilled water. Repeat steps 5 (adding 5 mL of 50% TCA) and 6.

8. Centrifuge, dissolve the precipitated EPS with 3–5 mL of distilled water, and
pour it into dialysis sacks (see Note 24).

9. Gently apply clamping closures to the dialysis sacks, providing a leak-proof seal
without knots, and label the closures with a waterproof marker (see Note 25).

10. Dialyze while stirring against distilled water at 4 C for 48–72 h (see Note 26).
Record the volume retained inside the sacks (containing the EPS) for calcula-
tions.

11. Store the samples at –20 C until determination of both the total EPS and the
ERM (see Note 27).

3.2. Quantification of EPS (6)

1. Add to very clean glass tubes: 800 mL sample (dialyzed EPS solution) (see Note
28); 40 mL phenol reagent. Mix by vortexing. Add 2 mL sulfuric acid (see Note
29). Mix by vortexing.

2. Prepare a reagent blank using 800 mL of distilled water instead of sample.
3. Read the absorbance at 490 nm (A490) against reagent blank (see Note 30).
4. Perform the determinations in triplicate (see Note 31).
5. Express the results as mg/L of EPS (see Note 32).
6. Determine the real amount of EPS and the contamination level (expressed as %

of the total amount of isolated EPS) of each evaluated compound (ERM) (see
Note 33).

3.3. Separation of the ERM and the EPS Produced by LAB: Filtration
Chromatography (7)

1. Wash the column with Tris-HCl buffer for about 24 h at high flow rate until the
elution liquid reaches pH 7.0.

2. Set the fractions collector according to the supplier’s instructions to the follow-
ing parameters: 2 mL (40 drops) of eluent collected in each tube, a flow rate of
the elution buffer of 0.1 mL/min (see Note 34).

3. Apply carefully 1 mL of sample (minimum 0.3 mg/mL total EPS) along the col-
umn wall in a layer over the gel surface, below an eluent layer a few centimeters
thick.

4. Start the flow slowly at the fixed rate to allow samples to penetrate into the gel
bed. Continue until the gel surface is just wet.

5. Pass the sample stepwise into the column while applying another eluent layer,
and repeat the operation.

6. Test the eluted fractions by the phenol sulfuric method (see Note 35).
7. Plot the absorbance values (A490) against the elution fractions (tested tubes) (see

Note 36).
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4. Notes
1. MRS broth was arbitrarily chosen as the complex medium to focus this work.

Nevertheless, the culture medium will depend on the laboratory under study.
2. The uninoculated MRS broth is employed as a control; the value obtained corre-

sponds to 100% of ERM.
3. The use of MB medium has three objectives: (1) to confirm the complete flow

out of the sugar present in the culture medium during the dialysis step; (2) to
determine whether the ERM actually remains inside the dialysis sack; and (3) to
determine whether the positive reaction obtained with the phenol-sulfuric reagent
is due to the ERM itself or to free sugars.

4. Other nitrogen and vitamin sources such as triptone, caseine hydrolysate,
casitone, casaminoacids, Yeast Nitrogen Base, and so on, may also be added to
the culture medium instead of peptone, yeast extract, and beef extract, depending
on the nutritional requirements of the EPS-producer microorganism. In this case,
the level of contamination should also be evaluated.

5. The complete complex MRS medium is arbitrary employed as the control for
total EPS (EPS from bacterial origin plus ERM), and it is given a value of 100%.
It is important to consider the consumption of peptone, yeast extract, and beef
extract by the microorganism during growth; thus, the contamination level
derived from these ERM is lower at the end of fermentation. The most appropri-
ate procedure would be to subtract the amount of ERM from the total amount of
EPS determined after cell growth.

6. The simple omission technique allows determination of the role that each com-
ponent (e.g., peptone, yeast extract, or beef extract) plays, and also which one
should be omitted from the culture medium or replaced by another compound
(see Note 4). This technique is mainly useful in cases of high EPS production.

7. The maximal EPS production is generally obtained during the stationary growth
phase. In this study, the isolation of EPS was performed after 24 h according to
previous studies (8,9). The kinetics of EPS production should be determined for
the strain of interest.

8. The high concentration (50%) of the stock TCA solution is of practical utility; it
avoids increasing the final volume. It is kept at 4 C.

9. The cutoff of the dialysis sacks depends on the molecular weight of the EPS
isolated. LAB usually produces EPS of approx 104–106 MW.

10. Best results are obtained when selecting a closure that is 4–10 mm wider than the
flat width of the dialysis tubing.

11. The phenol sulfuric method is very sensitive, but precautions should be taken
with the materials (tubes, pipets), which must be very clean. When using new
glass tubes, they have to be carefully washed with acidulated water and rinsed at
least three times with distilled water before using. Once used, keep them with the
reaction mixture. When needed, discard the reaction mixture and rinse several
times with water and three times with distilled water. Remember that phenol is
toxic and must be carefully prepared.
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12. The sulfuric acid used must be of high quality. For safety, use a pipet pump to
avoid irritation by acid.

13. The selection of the gel matrix will mainly depend on the molecular weight of the
substances to be withdrawn. In this work, the EPS produced is of a higher MW
than the contaminants, and a good separation between them is obtained. If the
bacterial EPS is of low molecular weight, it could not be separated from the ERM
by using this matrix.

14. The column should be packed only with completely swollen gel. Columns must
be packed at the same temperature at which the chromatography is performed. It
is of utmost importance to avoid the inclusion of air bubbles in the packed matrix.

15. An appropriately prepared gel bed packed into the column is of primary impor-
tance in gel chromatography.

16. In the gel filtration chromatography, substances with high MW such as DB (MW
= 2 ¥ 106) pass quickly through the matrix and are collected in the first tubes (low
elution fraction).

17. To be detected, the total EPS concentration in the elution volume (including both
bacterial EPS and ERM) must be at least 0.3 mg/mL. It is important to consider
that the sample is diluted when passing through the column.

18. The volume of culture medium to be used will depend o the infrastructure of the
laboratory (refrigerator, centrifuge, availability of great amounts of ethanol and
TCA, dialysis flasks, and so on).

19. The presence of EPS (especially as capsule) usually decreases the adhesion of
the cell pellet, and the centrifugation time should be extended.

20. The inoculum is prepared in a low volume in order to minimize the dilution of the
culture medium by inoculation.

21. The amount of EPS produced by laboratory is tiny (usually on the order of
mg/L), and the isolation of EPS from small volumes of culture implies high error
levels.

22. By adding 25 mL of 50% TCA to 100 mL broth (either supernatant or
uninoculated medium), a final volume of 125 mL is reached, given the desired
final concentration of 10% TCA (employ the formula: N1 ¥ V1 = N2 ¥ V2). It is
important that the supernatant volume be recorded.

23. The precipitation period mainly depends on the MW of the EPS. In general, good
results are obtained with 24-h precipitation periods, although longer periods may
be employed. Nevertheless, this parameter should be standardized for each EPS-
producing strain.

24. Cut each dialysis sack in half, and put them in dH2O (approx 30 min) before use.
25. To ensure the adequate clamping of closures and integrity of dialysis sacks, test

them with dH2O.
26. The dialysis is one of the critical steps in the EPS isolation, during which residual

sugars of the culture medium are removed. Dialyze only four dialysis sacks in a
2-L flask or jar, changing the dH2O twice a day. The period of dialysis has to be
standardized before the assay.
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27. Store the isolated EPS freeze-dried at 4 C to avoid contamination.
28. The amount of sample depends of the EPS concentration. Usually, 50 mL (plus

750 mL of distilled water to reach the final volume of 800 mL) gives appropriate
A490 values.

29. The sulfuric acid must be quickly added in the middle of the reaction mixture.
30. The A490 of the blank reagent must be less than 0.1. The difference in A490

between the sample and the reaction blank should be at least 0.2 Absorbance
Units (AU) to achieve accurate results. If this difference is lower than 0.2 AU,
increase the amount of sample.

31. Because the phenol sulfuric method is highly sensitive, a single determination is
not acceptable. The A490 values obtained for each sample differing by 0.1 AU or
less are averaged.

32. For calculation, see ref. 10.
33. Example:

Real bacterial EPS (mg/L) = total EPS (from fermented culture) – ERM
(from each uninoculated medium)

Contamination level (%) = [ERM (uninoculated medium) ¥ 100]/total EPS

34. The number of tubes in the collector will vary according to the MW of the bacte-
rial EPS, desired resolution separation between contaminants and bacterial EPS,
flow rate, and so on. Sixty tubes are appropriate for the first chromatography
works, because it allows collection of all the compounds that usually are present
in the samples poured into the column.

35. The MW of the EPS produced by LAB is usually lower than that of the DB. Once
the column is calibrated with the dextrans mix, record the elution fraction of DB
(approx tubes 10–12). The peaks corresponding to the bacterial EPS and ERM
are usually obtained in the higher elution fractions than that corresponding to DB.

36. Figure 1 shows the purification of the EPS produced by Lactobacillus helveticus
ATCC 15807 (peak A) and the ERM (peak B), by using sepharose 4B chroma-
tography. The EPS and the ERM were isolated from a complex medium contain-
ing peptone, triptone, and yeast extract. The high contamination level of the
medium with ERM can be seen. The MW of both bacterial EPS and ERM may be
determined by using a semilog plot of known MW dextrans against the eluted
fractions.
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Determination of Oligosaccharides in Fermented
Soymilk Products by High-Performance Liquid
Chromatography

Marisa S. Garro, Graciela Font de Valdez, and Graciela Savoy de Giori

1. Introduction
Soybean is one of the most economical and valuable agricultural commodi-

ties because of its unique chemical composition. However, soy products have
low consumer acceptability owing to the presence of high levels of undigested
sugars (e.g., stachyose, raffinose). These oligosaccharides are degraded by the
human intestinal bacteria to carbon dioxide, hydrogen, and methane, which
produce flatulence and abdominal pain (1). Therefore, processes including fer-
mentation of soymilk with fungi (2,3) or lactic acid bacteria (4–6) have been
examined as means to avoid such problems and to improve the acceptability of
soybean. Analysis of the carbohydrate contents of soymilk and soymilk prod-
ucts are very important for nutritional evaluations. High-performance liquid
chromatography (HPLC) provides a rapid and simple method for assessing the
type and quantity of sugar present in these products. The column used in the
method applied here, separates compounds using a combination of size exclu-
sion and ligand exchange mechanisms. For the determination of sugars by
HPLC, it is necessary to previously remove the potential interferences present
in the substrate, such as proteins.

2. Materials
Sample: soymilk or fermented soymilk products (see Note 1).
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2.1. Sample Preparation

1. Solution A: 1.8% Ba(OH)2. Dissolve 1.8 g Ba(OH)2 in 100 mL warm distilled
water (dH2O) with gentle stirring. Store at room temperature. This solution is
stable at least 6 mo (see Note 2).

2. Solution B: 2% ZnSO4. Dissolve 2 g ZnSO4 in 100 mL dH2O with gentle stirring.
Store at room temperature. This solution is stable at least 6 mo.

3. Tubes and pipets.
4. Vortex.
5. Centrifuge.
6. Filter paper.

2.2. Carbohydrates Quantification

1. Liquid chromatograph: Gilson system™ equipped with a pump model 305, an
LKB differential refractometer model 2142, and a Shimadzu recorder/integrator
Chromatopac model CR601, or equivalent systems.

2. Eppendorf column heater and temperature control, model TC-50 or equivalent.
3. Phenomenex REZEX RSO-oligosaccharide column (200 ¥ 10 mm inner diam-

eter) with guard column, or equivalent.
4. Sample loop: 20 mL.
5. Double-distilled water, HPLC grade.
6. Hamilton syringe.
7. Analytical balance.
8. External standards: stachyose, raffinose, saccharose, melibiose, galactose, glu-

cose, and fructose. Solutions at 1.5 and 3.0 mg/mL of each carbohydrate were
individually prepared. Accurately weigh 1.5 mg or 3.0 mg of each sugar, transfer
to 1-mL volumetric flask, and add HPLC-grade double-distilled water to volume.
Fresh solutions are necessary for equipment calibration.

9. 0.45-mm Filter and filtration apparatus.

3. Methods
In order to reduce potential interferences in the sample, an extracting pro-

tein protocol must be applied (see Note 3).

3.1. Sample Preparation

1. Transfer 1 mL of sample (fermented or nonfermented soymilk) to a clean tube.
2. Add 2 mL solution A slowly with agitation by vortexing.
3. Add 2 mL solution B slowly with agitation by vortexing.
4. Vortex vigorously and allow to stand for 10 min.
5. Centrifuge the mix at 3500g for 5 min.
6. Transfer the supernatant to a clean tube carefully with a pipet (see Note 4).
7. Filtrate the supernatants through a 0.45-mm filter before analyzing by HPLC.



Determination of Oligosaccharides by HPLC 137

3.2. Carbohydrates Quantification

1. Analyze 20 mL of supernatant on an REZEX RSO-oligosaccharide column with
guard column.

2. Set the column temperature control at 70 C.
3. Use a mobile phase of double-distilled water, HPLC-grade, at a flow rate of 0.3

mL/min (isocratic elution).
4. Determine the concentration of each carbohydrate by using a refractive index

(RI) detector.

3.2.1. Calibration

1. Inject 20 mL standard solution into chromatograph.
2. Determine retention times.
3. Measure peak areas (or heights).
4. Check reproducibility.

3.2.2. Quantification

The external standard method was used (7). A computing integrator may be
calibrated to directly calculate each sugar concentration. If the calibration table
is not used, calculate the percent of each sugar as follows:

1. Concentration gradient of standard solution of each sugar must be chromato-
graphed (see Note 6).

2. Plot of peak area (or height) vs concentration is constructed. If the system is
operating properly, the calibration plot should result in a straight line (within a
given concentration range) intercepting the origin. The slope of the linear part of
the curve is the response factor (R).

Table 1
Retention Times for Soymilk’s Sugars
on REZEX RSO-Oligosaccharide
(Phenomenex) Analysis Column

Carbohydrates Retention times

Stachyose 27.501
Raffinose 31.325
Melibiose 35.528
Saccharose 37.250
Glucose  43.180
Galactose 46.245
Fructose 46.495

See Note 5.
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 Peak area (or height)
R = ____________________

Amount (concentration)

3. The response factor is used to calculate the amount of the component X in the
unknown sample:

Area (or height) ¥ 1/R ¥ total sample volume
X = _____________________________________

Volume injected

4. Notes
1. Samples stored at –20 C are stable for long periods.
2. To ensure a clarified solution it may be necessary to heat and then to filter.
3. Alternative methods to remove interfering substances in the sample (proteins and

so on) can be used. Final pH of the extracts must be neutral to be compatible with
the column pH range.

4. The supernatants can be frozen at –20 C until they are used, no more than 1 mo.
5. Galactose and fructose are difficult to separate under the conditions stated in

Subheading 3.2. To avoid overlapping peaks, galactose plus fructose should be
informed together (retention time for galactose plus fructose is 46.502).

6. Points on the calibration curve should be checked daily by chromatographing the
standard solutions. If deviations are encountered, a new calibration plot should
be constructed.
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Evaluation of Minimal Nutritional Requirements
of Lactic Acid Bacteria Used in Functional Foods

Elvira M. Hébert, Raúl R. Raya, and Graciela Savoy de Giori

1. Introduction
The lactic acid bacteria (LAB) are important industrial microorganisms

because of their role in food fermentation, especially dairy products. In addi-
tion, it has been showed that LAB exhibit a range of physiological and thera-
peutic effects in consumers of these foods, including immune stimulation,
pathogen exclusion, production of bioactive peptides, and others (1). Foods
containing such bacteria are considered “functional foods,” foods that promote
health beyond providing basic nutrition.

LAB are strictly fermentative and have complex nutritional requirements,
needing to be supplied with carbohydrates, amino acids, peptides, fatty acid
esters, salts, nucleic acid derivates, and vitamins. The LAB are unable to grow
on simple mineral media supplemented with a carbon source. These organisms
are auxotrophic for several amino acids (2,3). However, some residual genetic
material for biosynthesis is still present, since mutagenesis can render some
lactobacilli prototrophic (3); thus loss of the ability to synthesize an amino acid
may be conditional rather than absolute. For example, the alanine requirement
of Lactobacillus delbrueckii subsp. delbrueckii ATCC 9649 can be bypassed
by the addition of vitamin B6 to the medium (4). The search for nutrients, and
especially amino acids, constitutes a real challenge for LAB. Chemically
defined media have been developed for these bacteria (5,6) for different pur-
poses, including investigations of the nutritional requirements of bacteria cells
(2,3), identification of specific components, and isolation of auxotrophic
mutants (3). A defined medium that supports sustained growth of a LAB at a
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constant specific growth rate is required for metabolic investigations, includ-
ing the isolation of bioactive molecules.

In this chapter, we describe a chemically defined medium (CDM) that allows
an optimal growth of different LAB; mainly those used for the production of
functional foods, such as Lactobacillus casei, Lactobacillus helveticus, Lacto-
bacillus plantarum, Lactobacillus reuteri, Lactobacillus fermentum, Lactoba-
cillus delbrueckii subsp. Lactis, and Lactobacillus acidophilus. This CDM
allows the study of minimal nutritional requirements of these LAB.

2. Materials
1. MRS broth (7): 10 g/L polypeptone, 10 g/L meat extract, 5 g/L yeast extract, 20

g/L glucose, 5 g/L sodium acetate, 1.08 g/L Tween-80, 2 g/L ammonium citrate,
2 g/L K2HPO4, 0.2 g/L MgSO4•7H2O, 0.05 g/L MnSO4•4H20, pH 6.4 ± 0.2. Ster-
ilize in an autoclave at 121 C for 15 min.

2. Saline solution (0.8% NaCl): dissolve 4 g NaCl in 500 mL distilled water (dH2O).
Sterilize in an autoclave at 121 C for 15 min.

3. Phosphate buffer: weigh 3 g K2HPO4 and 3 g KH2PO4 and make to 100 mL with
dH2O. Sterilize in an autoclave at 121 C for 15 min.

4. 200 g/L glucose: dissolve 20 g glucose in 100 mL dH2O. Sterilize in an autoclave
at 121 C for 15 min.

5. 2 mL/L Tween-80: mix 2 mL Tween-80 and 98 mL dH2O with gentle stirring.
Sterilize in an autoclave at 121 C for 15 min.

6. 500 g/L Sodium acetate: dissolve 5 g sodium acetate in 10 mL dH2O. Sterilize in
an autoclave at 121 C for 15 min (see Note 1).

7. 100 g/L Triammonium citrate: dissolve 1 g triammonium citrate in 10 mL dH2O.
Sterilize in an autoclave at 121 C for 15 min (see Note 1).

8. 20 g/L MgSO4•7H2O: dissolve 0.2 g MgSO4•7H2O in 10 mL dH2O. Sterilize in
an autoclave at 121 C for 15 min (see Notes 1 and 2).

9. 2.5 g/L MnSO4•4H2O: dissolve 25 mg MnSO4•4H2O in 10 mL dH2O. Sterilize in
an autoclave at 121 C for 15 min (see Notes 1 and 2).

10. 2 g/L FeSO4•7H2O: dissolve 20 mg FeSO4•7H2O in 10 mL dH2O. Sterilize by
filtration through a cellulose nitrate membrane (0.22-mm pore size) (see Notes 1
and 2).

11. Separate 100-fold-concentrated solutions of each amino acid, base, and vitamin
(see Table 1), except the trytophan solution, which is 25-fold concentrated (see
Note 3).

All stock solutions are prepared in distilled water unless otherwise indi-
cated. The amino acid solutions can be stored at –20 C for 1 mo, except for the
cysteine solution, which must be freshly prepared (see Note 4), and the tyrosine
solution, which is stored at room temperature for at least 1 wk. All the solu-
tions must be sterilized by filtration through a cellulose nitrate membrane (0.22-
mm pore size) into the sterilized (20 min, 121 C) culture vessel unless otherwise
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indicated (see Note 5). For the following compounds special care must be
taken:

1. Tyrosine must be dissolved in 0.2 N NaOH.

Table 1
Composition of the Chemically Defined Medium (CDM)

Stock Final Stock Final
solution con- concentra- solution con- concentra-

Constituent centration (g/L)  tion (g/L) Constituent centration (g/L) tion (g/L)

Glucose 200 10 Bases
Guanine 1 0.01

Sodium acetate 500 5 Adenine 1 0.01
Ammonium citrate 100 1 Xanthine 1 0.01
KH2PO4/ K2HPO4 60 6 Thymine 1 0.01
MgSO4•7H2O 20 0.2 Uracil 1 0.01
MnSO4•4H2O 2.5 0.025
FeSO4•7H2O 2.0 0.020 Vitamins

Nicotinic acid 0.1 0.001
Tween-80 20 1 Thiamine 0.1 0.001

Biotin 1 0.01
Amino acids Vitamin B12 0.1 0.001

L-Alanine 10 0.10 Ca-pantothenate 0.1 0.001
L-Arginine 10 0.10 Pyridoxal 0.2 0.002
L-Asparagine 20 0.20 Riboflavin 0.1 0.001
L-Aspartic acid 20 0.20 Folic acid 0.1 0.001
L-Cysteine 20 0.20 p-Aminobenzoate 1 0.01
L-Glutamine 20 0.20 Inosine 0.5 0.005
L-Glutamic acid 20 0.20 Orotic acid 0.5 0.005
Glycine 10 0.10
L-Histidine 10 0.10
L-Isoleucine 10 0.10
L-Leucine 10 0.10
L-Lysine 10 0.10
L-Methionine 10 0.10
L-Phenylalanine 10 0.10
L-Proline 10 0.10
L-Serine 10 0.10
L-Threonine 10 0.10
L-Tryptophan 4 0.10
L-Tyrosine 10 0.10
L-Valine 10 0.10
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2. To dissolve the glutamic acid, bring the pH to 7.0 with 1 N NaOH.
3. Phenylalanine is soluble in 0.05 N NaOH.
4. Prepare the solution of cysteine in 0.1 N HCl (see Note 4).
5. Guanine and xanthine are soluble in 0.2 N NaOH.
6. Uracil is soluble in 0.1 N NaOH.
7. Dissolve the riboflavin in concentrated HCl and add distilled water to prepare a

solution containing 0.1 mg/mL of riboflavin. It is destroyed by visible light, espe-
cially at neutral pH or above; aqueous solution should be stored in the dark. Ribo-
flavin solution is stable to autoclaving.

8. p-Aminobenzoic acid (PABA) is soluble in hot water.
9. Folic acid is soluble in diluted mineral acids and alkaline solutions; alkaline solu-

tions are relatively stable. Store in a dark bottle. The vitamin is stable to auto-
claving.

10. Biotin can be heat-sterilized.
11. Vitamin B12 coenzyme (cyanocobalamin coupled to adenine nucleoside) is light

sensitive and should be filter sterilized. In contrast, vitamin B12 (cyanocobal-
amin) itself is relatively stable to both light and autoclaving. Aqueous solutions
are light sensitive and form hydroxocobalamin; prolonged exposure causes irre-
versible destruction. Solutions are most stable at pH 4.0–6.0; may be autoclaved
at 120 C with only slow decomposition. Vitamin B12 activity is completely
destroyed by heating in alkaline solution, 0.1 N, 100 C, 10 min.

12. The coenzyme forms of the vitamins NAD and NADP are destroyed by autoclav-
ing. Nicotinic acid and its amide (nicotinamide) are stable to autoclaving to neu-
tral pH.

13. Calcium pantothenate is stable to autoclaving.
14. Thiamine is cleaved into its component moieties when aqueous solutions at pH

5.0 or above are autoclaved; therefore the solutions should be filter sterilized or
autoclaved separately at pH below 5.0 to maintain the intact vitamin.

15. Pyridoxal solution is light sensitive, especially at alkaline pH.

3. Methods
3.1. Preparation of Chemically Defined Medium (CDM)

The glassware must be carefully washed in a free-rinsing detergent, repeat-
edly rinsed in distilled water, and air dried.

The composition of the complete CDM is detailed in Table 1, and it was
adapted from that described by Hébert et al. (2). It essentially contains 44 com-
ponents, including one carbohydrate source, 20 amino acids, 11 vitamins, 3
metallic ions, and 5 nucleic acid bases (see Note 6).

To prepare 1 L of CDM, add the following solutions in sequence:

1. 375 mL Distilled water.
2. 100 mL Phosphate buffer.
3. 10 mL Sodium acetate solution.
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4. 10 mL Ammonium citrate solution.
5. 10 mL of each vitamin solution (see Table 1).
6. 10 mL of each amino acid solution, except tryptophan (25 mL).
7. 10 mL of each base solution (see Table 1).
8. 50 mL Tween-80
9. 10 mL MgSO4•7H2O solution.

10. 10 mL FeSO4•7H2O solution.
11. 10 mL MnSO4•4H2O solution.
12. 50 mL 20% (w/v) glucose.

Adjust to pH 6.4 with 1 N HCl or 1 N NaOH. Sterilize the medium by filtra-
tion through a cellulose nitrate membrane (0.22-mm pore size). The medium
must be used within 24 h.

3.2. Inoculum Preparation

1. Activate the strain to be tested by daily transfers in MRS broth for 3–4 successive
days. Inoculate the microorganisms (1%) in 100 mL MRS broth (see Note 7) and
incubate overnight at 30 C (mesophilic bacteria) or 37 C (thermophilic bacteria).

2. Collect cells by centrifugation at 10,000g.
3. Wash the pellet three times with 50 mL of sterile 0.8% NaCl (see Note 8).
4. Homogenize pellet in 10 mL of sterile 0.8% NaCl before proceeding.
5. Inoculate the cell suspension in sterile CDM at initial optical density at 560 nm

(OD560) of 0.1.

3.3. Analytical Methods to Estimate the Cell Growth

Bacterial growth can be monitored by measuring OD560, and these measure-
ments can be used for correlation with cell dry weight determinations. Harvest
the cells by filtration (0.2-mm pore size), wash twice with distilled water, and
dry to a constant weight at 60 C under partial vacuum (200 mmHg). Correlate
a change of 1 U of optical density with the equivalent of dry matter. The cell
growth can also be estimated by serial dilution in saline solution and plating in
MRS agar.

3.4. Evaluation of Nutritional Requirements

To identify the absolute nutritional requirements of a LAB, each of the com-
ponents of the complete CDM must be omitted in turn. Calculate the maximal
growth rate (m) in complete CDM (mCDM) and in CDM without the nutrient
under study (mX). Then, determine the relation (mX/mCDM) ¥ 100. A constituent
is considered as essential when the growth rate of the analyzed strain in CDM
deprived of the constituent under study is lower than 15% of that obtained in
the complete CDM. On the contrary, when the growth rate represents 80% (or
more) of that obtained in the complete CDM, the component under study is



144 Hébert, Raya, and de Giori

considered as nonessential. When the growth rate is between 15% and 80% of
that obtained in the complete CDM, the component under study is considered
as stimulatory. The following three tests must be made: (1) cell growth in CDM
without addition of amino acids (negative control), (2) cell growth in the com-
plete CDM, and (3) cell growth in CDM deprived of the constituent under
study.

3.4.1. Mineral Salts

The nutritionally essential metal ions serve bacteria in a number of func-
tions: (1) as activators or cofactors of a variety of enzymes (e.g., potassium,
magnesium, and manganese), (2) in membrane transport (e.g., potassium and
sodium), and (3) as components of molecules or structural complexes. With
complex media, all these ions are present as contaminants in medium compo-
nents such as peptones and yeast extracts, and no supplementation is required
for routine growth.

It is recommended to evaluate the single omission of each mineral salt sepa-
rately and then analyze the multiple omissions of them.

3.4.2. Choice of Buffer

A buffer to be used in a defined medium must (1) have a high buffering
capacity in the relevant pH area, (2) not be metabolized, and (3) not give pre-
cipitation of medium components.

To analyze the omission of phosphate buffer, replace it by another buffer
such as 2-(N-morpholino)ethanesulfonic acid (MES), which is useful for pH
5.5 to 6.7 and is used at 0.01 (see Note 9) to 0.05 M, or succinate at a concen-
tration of 0.1 M (11.9 g/L). Succinic acid fulfills the buffer criteria mentioned
previously, being a reduced dicarboxylic acid with pKa1 = 4.21 and pKa2 =
5.64.

3.4.3. Amino Acid, Base, and Vitamin Requirements

To evaluate the amino acid requirements, follow the growth of the strains to
be tested in CDM in which individual amino acids or an entire metabolic fam-
ily of amino acids has been removed. The different families of amino acids are
listed in Fig. 1.

To analyze the base and vitamin requirements, evaluate the growth of the
bacteria in CDM in which individual or multiple bases (purines and pyrim-
idines) or vitamins have been omitted.

Performing an assay (e.g., requirement of nicotinic acid):

1. Prepare the CDM medium without nicotinic acid as described in Subheading 3.1.
2. Prepare the inoculum as described in Subheading 3.2.
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3. Inoculate CDM medium in which nicotinic acid was omitted, and the negative
and positive controls. Positive control consists of culturing the strain under study
in the complete CDM (contains all vitamins), whereas negative control consists
of incubating the strain in the complete CDM deprived of amino acids.

4. Incubate at optimal temperature for 48 h.
5. Analyze the cell growth as described in Subheading 3.3. For the turbidimetric

method, zero a spectrophotometer (at 560 nm) with an uninoculated assay medium
tube blank. Then read the OD of the inoculated tube, and plot increasing optical
density vs. time.

6. Calculate the maximal growth rate (m) in complete CDM (mCDM) and in CDM
without nicotinic acid (mX).

7. Calculate the relationship (mX / mCDM) ¥ 100. If the result is lower than 15%,
nicotinic acid is essential. If the growth rate represents >80% of that obtained in
the complete CDM, nicotinic acid is nonessential. If the result is between 15%
and 80%, nicotinic acid is stimulating.

3.5. Design of a Minimal Medium

To develop a minimal medium, remove simultaneously for the complete
CDM the components neither essential nor stimulating for growth as deter-
mined by the single or multiple omission technique. If the strain is unable to
grow, indicating that at least one essential nutrient was lacking despite the fact
it has not been detected as such using the single-omission technique, the com-

Fig. 1. Biosynthetic families of amino acids. The metabolic precursors are shaded
and the intermediate amino acids are surrounded with dotted lines.
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plete CDM must be simplified gradually, by removing unessential compounds
of each building block step by step.

The last step of the formulation of the minimal CDM consists of the optimi-
zation of the concentration of the nutrients. The concentration of each compo-
nent must be decreased progressively, and the optimal concentration is defined
as the lowest concentration that did not affect the final population. The optimal
concentration reflects the actual need of the LAB for each component.

3.6. Interpretation of Nutritional Requirements

LAB require several of the naturally occurring L-amino acids. Even in
nonconditional auxotrophs, the addition of an excess of one amino acid may
result in an increased requirement for another amino acid. This effect can be
derived either from the competition of the two amino acids for a single trans-
port system or the regulation of certain amino acid biosynthetic genes. The
antagonistic interrelationships in the competition for a transport system can be
avoided by the addition of an appropriate peptide of the limiting amino acid,
because the peptide is absorbed via an independent transport system. The genes
coding for the enzymes necessary for the synthesis of the branched-chain amino
acids (Ile, Val, and Leu) are clustered (8) and under common regulatory con-
trol.

Vitamins play catalytic roles within the cell, usually as components of coen-
zymes or as prosthetic groups of enzymes. The functions of several vitamins
are as follows:

PABA serves as a precursor for the biosynthesis of folic acid and thereby
also influences the metabolism of thymine, methionine, serine, the purine
bases, and vitamin B1.

Folic acid functions as a cofactor in the synthesis of thymine, purine base,
serine, methionine, and pantothenic acid.

Biotin participates in many biosynthetic reactions that require CO2 fixation,
including synthesis of oxalacetate and of fatty acids.

Nicotinic acid is involved in coenzyme biosynthesis and, as part of NAD
and NADP, functions in redox reactions in cellular metabolism.

Panthotenic acid is a component of CoA and the acyl carrier protein (ACP).
Riboflavin is a component of flavin coenzymes, which function in redox

reactions.
The coenzyme form of thiamine, thiamine pyrophosphate (TPP), functions

in the decarboxylation of a-keto acids and in the transketolase reaction.
Pyridoxal is the prosthetic group of different enzymes and is involved in

catalysis, especially in the synthesis and degradation of the a-amino acids.
This compound acts as a catalytic agent of transaminases, and therefore might
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be involved in the biosynthesis of inosinic acid (an intermediate in the biosyn-
thetic pathway of purines) from 5'-phosphoribosyl pyrophosphate.

The coenzyme form of Vitamin B12 (cyanocobalamin) functions in several
isomerization reactions and also in the biosynthesis of deoxyribonucleosides
and methionine.

4. Notes
1. The solution is 100-fold concentrated.
2. Most metals, in particular the divalent cations Ca++, Fe++, Mn++, and Mg++, tend

to form insoluble hydroxides or phosphates at neutral to alkaline pH, making these
elements unavailable for use by bacteria. The formation of precipitates of this
type in nonchelated or poorly designed media is spontaneous and hastened by
heat (autoclaving).

3. To identify the nutritional requirements of bacteria, each solution must be tested
separately. To use a minimal medium for metabolic investigations, it is possible
to prepare a metal mixture, a vitamin mix, and a pool of amino acids to supple-
ment a defined medium. All mixtures should be stored in small portions so that
they can be easily thawed. The medium needs to be made fresh and should not be
stored longer than 1 d.

4. Cysteine should be made fresh because it is quickly oxidized to cystine crystals
on contact with air. Alternatively, the stock solution can be overlaid with sterile
mineral oil.

5. Except for glutamine, cysteine, and tryptophan, which must be filter-sterilized,
amino acids are stable to autoclaving. Glutamine is rapidly converted in boiling
neutral aqueous solution to the ammonium salt of pyrrolidonecarboxylic acid.

6. All chemicals should be reagent grade or better.
7. The bacterial cells must be previously cultured in a complex medium to assure

good growth.
8. Cells must be washed to minimize carryover of residual nutrients during inocula-

tion. This step is critical, and failure to perform it properly causes most assay
failures.

9. MES buffer has an inadequate buffering capacity when the pH of the medium at
the end of fermentation is approx 3.8. In this case, succinate is the appropriate
buffer. The use of phosphate buffer can result in precipitation of the medium,
particularly with bivalent cations like Ca++; hence, this buffer is not suitable.
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A Simple Method for Obtaining DNA Suitable for RAPD
Analysis From Azospirillum

Raúl O. Pedraza and Juan C. Díaz Ricci

1. Introduction
The random amplified polymorphic DNA (RAPD) technique has increas-

ingly been used in the last decade as a simple, low-cost, and time-effective
technique for the analysis of genomic polymorphism among related organisms.
This method proved to be particularly useful in genomic fingerprinting and
phylogenetic studies of microorganisms that present taxonomic problems or a
large diversity within the taxon, such as clinical and soil microorganisms (1–
5). However, this technique presents persistent problems of reproducibility that
have been attributed to a high sensitivity to subtle procedure changes and to the
quality of the DNA used as template (6–8). For this reason, other techniques
that are more time and budget demanding, such as restriction fragment-length
polymorphism (RFLP) and amplified fragment-length polymorphism (AFLP)
have been used as valid and more reliable alternatives to assess genomic diver-
sity (9,10). Although DNA fingerprints obtained by RFLP and AFLP yield
excellent results, often cost considerations make RAPD the technique of
choice. Additionally, because the RAPD method is much faster and simpler
than RFLP and AFLP, it is also well-suited when large numbers of specimens,
or microbial isolates that require previous laborious manipulations, have to be
analyzed. Thus, any procedural simplification of tedious and time-consuming
steps is welcome, provided that the information quality does not decrease due
to technical artifacts or loss of reproducibility; the latter is precisely the most
sensitive issue of the RAPD technique, attributed mainly to DNA quality.
Hence, obtaining DNA of such a quality that it can be directly used in RAPD
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experiments is the most critical and time-consuming step required in this tech-
nique, which has to be carefully adjusted and optimized for every case under
study.

The genus Azospirillum belongs to a group of rhizosphere bacteria often
referred to as plant-growth-promoting rhizobacteria (11). They are free-living
nitrogen-fixing bacteria closely associated with grasses (12). Owing to the
increasing interest in making world agriculture sustainable, they are used as
inocula for enhancing crop productivity and to replace chemical nitrogen fer-
tilizers (13).

With the aim of assessing azospirilla diversity in soils, a short protocol based
on direct cell disruption (14) was tried in our laboratory; although it proved to
work quite well with specific gene primers (15- and 20-mer oligonucleotides),
the method failed to give reliable profiles when using the random
decanucleotide primers utilized in the RAPD technique. In this chapter, we
present a modification of the aforementioned protocol (14). The method
involves DNA extraction based on cell lysis by thermal disruption of bacterial
suspensions, which does not require any extra purification step and yields a
DNA suitable for RAPD experiments. This technique has been successfully
used in our laboratory to assess the diversity of Azospirillum sp. and other soil
microorganisms present in the area and associated with sugarcane plantations.

2. Materials
1. Strain: Azospirillum brasilense Sp7 (ATCC 29145) (EMBRAPA-CNPq,

Seropédica Km 47, R.J., Brazil).
2. LB medium (15): 10.0 g tryptone, 5.0 g yeast extract, 3.0 g NaCl, and distilled

water to 1000 mL, pH 7.0, adjusted with NaOH. For solid medium, add 15.0 g
agar.

3. N-free malate medium (NFb) (16): 5.0 g malic acid, 0.5 g K2HPO4, 0.2 g
MgSO4•7H2O, 0.1 g NaCl, 0.02 g CaCl2•2H2O, 2.0 mL micronutrients solution,
2.0 mL bromothymol blue (0.5% w/v in 0.2 N KOH), 4.0 mL FeEDTA (1.64%
w/v, aqueous), 1.0 mL vitamins solution, 4.5 g KOH, and distilled water to 1000
mL, pH 6.5–6.8, adjusted with NaOH. For semisolid NFb medium add 1.75 g
agar.

4. Micronutrients solution (16): 0.04 g CuSO4•5H2O, 1.20 g ZnSO4•7H2O, 1.40 g
H3BO3, 1.00 g NaMoO4•2H2O, 1.175 g MnSO4•H2O, and distilled water to
1000 mL.

5. Vitamins solution (16): 10 mg biotin, 20 mg piridoxal-HCl, and distilled water to
100 mL. Store at 4 C.

6. Chelex 100 resin (Bio-Rad).
7. Wizard® Genomic DNA Purification Kit (Promega).
8. Spectrophotometer.
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9. RAPD mixture: MgCl2, 0.1 mM of each dNTP (deoxyribonuleotides), 0.2 mM of
random-sequence 10-mer primers (OPJ series from Operon Technologies), 0.75
U Taq polymerase (Promega), and 2 mL Taq buffer (10X).

10. Thermocycler.
11. 0.5X Tris-borate-EDTA buffer (TBE).
12. Agarose and electrophoresis equipment.
13. UV transiluminator analyzer.

3. Methods
The methods described below outline (1) Azospirillum DNA extraction by

cellular thermal disruption based on the direct lysis of bacterial suspensions,
(2) other DNA extraction techniques to compare the quality and reproducibil-
ity of the DNA obtained by the thermal cellular technique, and (3) the RAPD
method used in this assay.

3.1. Cell Culture of Azospirillum and DNA Extraction by Cellular
Thermal Disruption

1. The starting material is an overnight culture of A. brasilense Sp7 in NFb liquid
medium (DO600 = 1) (see Note 1).

2. Inoculate 10 mL of the starting culture into 6 mL of LB broth.
3. Inoculate 10 mL of the starting culture into 6 mL NFb liquid medium supple-

mented with 1 g/L NH4Cl and into 5 mL NFb semisolid medium.
4. Likewise, plate a loopful of the inoculum on LB solid medium.
5. Incubate liquid cultures overnight at 30 C in water-bath shaker at 200 rpm.
6. Incubate solid and semisolid cultures at 37 C for 48 h in oven.
7. Pick up with a sterile toothpick one or two colonies from solid culture and sus-

pend it thoroughly in 30 mL of double-distilled sterile water contained in a 1.5-
mL microtube.

8. Put 6 mL of cell suspensions coming from liquid or semisolid media in 30 mL of
double-distilled sterile water in a 1.5-mL microtube.

9. Place the microtubes in upright position into a container of tap water and boil at
95 C for 10 min (see Note 2).

10. After thermal treatment, remove the microtubes from the water and cool down at
room temperature (25 C). DNA template samples obtained by this method can
be stored at –20 C for months to be used in further experiments.

3.2. Other DNA Extraction Techniques to Compare the Quality
and Reproducibility of the DNA Obtained by Thermal Cellular Method

In order to test the influence of the DNA quality on the reproducibility of
RAPD profiles, experiments and controls were carried out with DNA coming
from the same cultures of A. brasilense Sp7 previously described, but extracted
and purified according to the following protocols: Dellaporta et al. (17); Walsh
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et al. (18), which includes the use of Chelex 100 resin (BioRad); and the Wiz-
ard™ Genomic DNA Purification Kit (Promega). The DNA was quantified
with a Beckman 7000 spectrophotometer.

3.3. RAPD Assay

3.3.1. PCR Reaction

Reaction mix contains: 0.5 mM MgCl2, 0.1 mM of each dNTP
(deoxyribonuleotides), 0.2 mM of random-sequence 10-mer primers (see Note
3), 0.75 U of Taq polymerase (Promega), 2 mL Taq buffer (10X), 1 mL of the
suspension obtained by thermal cell disruption or 20 ng DNA obtained with
other methods (see Note 4). Final volume: 20 mL.

3.3.2. Amplification Program

Denaturation, 30 s at 92 C; annealing, 1 min at 35 C; extension, 2 min at
72 C; number of cycles: 45. The program started with a thermal treatment of 3
min at 94 C and finished with an extension of 5 min at 72 C. The reaction was
carried out in a MJ Research thermocycler.

3.3.3. Electrophoresis

Amplification products were separated by electrophoresis at 4 V/cm in a
1.5% agarose gel in 0.5X TBE running buffer. Gels were stained with 0.5 mg/
mL ethidium bromide for 30 min, washed three times with distilled water, and
photographed with a Polaroid camera (Polaroid film 667). RAPD experiments
were repeated three times to avoid false results and to assure reproducibility.
Negative controls, without DNA, were included in each experiment. In Fig. 1
we show RAPD profiles of the strain Sp7 of Azospirillum brasilense when
using the decanucleotide OPJ20 (Operon) as random primer and with DNA
templates obtained according to the methods mentioned above. As seen in Fig.
1, there is no visible difference between the size and number of bands obtained
using DNA prepared with different degrees of purification, and the profile
obtained using DNA from thermal cell disruption (see Note 5). Although we
show here a single example, we have tested this procedure may times using
different primers and azospirilla isolates.

3.4. Results

The modification introduced in the original protocol (14) allowed us to
evaluate the diversity of Azospirilla genus in soils of the sugarcane crop area of
the region by using a simple and fast procedure. RAPD analysis and genome
fingerprinting with this procedure showed no significant differences with con-
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trols carried out with DNA obtained and purified with standard methods (see
Fig. 1).

4. Notes
1. To obtain reliable results with the cellular thermal disruption method described

here, it is important to control the purity of all cultures coming from liquid or
semisolid media before extracting the DNA; owing to the conspicuous shape and
motility features of these bacteria, the latter can be done microscopically.

2. Instead of the boiling water procedure, cell disruption can be carried out in a
thermocycler using a one-cycle program of 95 C for 10 min.

3. The success of the amplification and reproducibility by RAPD, relies on many
factors: quality and amount of DNA template, mix composition (i.e., Mg2+ con-
centration), primers used, and adjustment of the amplification program. There-
fore, these factors need to be optimized before starting the RAPD analysis.
Particular attention must be paid to the selection of the RAPD primers, as not all
of them would yield a similar number and size of polymorphic bands. There are

Fig. 1. RAPD profiles of the strain Sp7 of A. brasilense (ATCC 29145) when using
DNA obtained with different methods. (A) Molecular weight marker (Ladder 100 bp,
Promega); (B) DNA extracted and purified according to Dellaporta et al. (17); (C)
DNA obtained according to Walsh et al. (18), with Chelex 100 resin (Bio-Rad); (D)
DNA obtained by using the WizardTM Genomic DNA Purificadion kit from Promega;
(E) DNA obtained by thermal cell disruption from solid media; (F) DNA obtained by
thermal cell disruption from semisolid media; (G) DNA obtained by thermal cell dis-
ruption from liquid media.
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primers that would not amplify any band at all. An ideal primer should yield
highly reproducible DNA profiles, containing monomorphic and polymorphic
bands, with a sufficient number to permit discrimination of samples.

4. As mentioned in Note 3, another important aspect to consider in RAPD analysis
is the amount of DNA used in the amplification. An excess of DNA will produce
a high-molecular-weight band (approx 20 Kbp) regardless the primer used (Fig.
1). The latter can be eliminated from the gel by reducing the concentration of
DNA in the amplification reaction.

5. The procedure described here to obtain DNA in quality and quantity suitable for
RAPD analysis has several advantages over previously mentioned techniques:
a. It avoids the cumbersome procedure of DNA extraction and purification

included in other protocols.
b. The quality of DNA renders identical results to those from DNA obtained

with more sophisticated and time-consuming procedures.
c. The procedure allows analysis of DNA from different sources and culture

media without any apparent loss of reproducibility of the fingerprint profile.
d. The thermal cell disruption followed by PCR thermal cycling seems to elimi-

nate contamination and other technical artifacts that usually appear as serious
nuisances in standard RAPD procedures.

e. This protocol is rather insensitive to changes in DNA load, in contrast to regu-
lar protocols that usually require thorough optimization to avoid negative
effects on fingerprint reproducibility.

f. This procedure eliminates the use of chemicals used in standard DNA extrac-
tion and purification protocols, therefore reducing the chance of DNA or any
other unknown contaminants that often annoy RAPD users.

g. This protocol also proved to be useful for ARDRA analysis (19), which
requires DNA digestion with specific endonucleases after PCR amplification.
The latter confirms that after the thermal treatment the DNA quality is still
good enough to be used as a substrate for further DNA manipulations.
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1. Introduction
The analysis of DNA or RNA molecules has been used in a large number of

studies on bacterial taxonomy and typing and for diversity studies. Undoubt-
edly, these methods presently dominate modern taxonomic studies as a conse-
quence of technological progress, but primarily because the present view on
classification is that it should reflect the natural relationships as encoded in the
DNA. Some of these methods are not fully sequence-based, although in a num-
ber of cases they have provided considerably more information than traditional
phenotypic methods (1).

Among genotyping methods, analyses of multigene families such as rrn
operons and tRNA genes have been demonstrated to be highly useful (2). The
rrn operon is a multigene family that frequently presents more than one copy
in most bacteria. With some exceptions (3), the rDNA genetic loci in eubacteria
include, in 5' to 3' order: 16S, 23S, and 5S rRNA genes, which are separated
by intergenic transcribed spacer (ITS) regions. Sequence evaluations of the
16S rRNA have been used frequently as a powerful and accurate method for
determining inter- and intraspecific relationships (1). However, owing to their
highly conserved nature, closely related organisms are often found to have
nearly identical 16S rDNA sequences, limiting its power in resolving close
relationships. Indeed, as evolutionary distances decrease, the diversity found
in the 16S rRNA gene is often insufficient to define genetic relationships of
closely related species (4).
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The 16S–23S rDNA intergenic regions were denoted as internal transcribed
spacers (ITSs; 5,6), as intergenic spacer regions (ISRs; 7), and even long
intergenic spacer regions (LISRs; 8). To avoid confusions and also to follow
Gürtler and Mayall (2), we will call the 16S–23S rDNA spacers ISRs.

ISRs are less conserved than adjacent regions (16S and 23 S rDNA genes)
as a result of a lower selective pressure during evolution, thus exhibiting a
great deal of sequence and length variation at the genus and species level. The
latter is partly because of the variations in the number and type of sequences
with functional roles (tRNA genes) that are also found within the ISR (9). As a
consequence, analysis of 16S–23S ISR length polymorphism and sequence
variability has been shown to be an important supplement to 16S rDNA
sequencing for differentiating bacterial species and even strains of prokary-
otes, now being more frequently used for microbial typing and evolutionary
and diversity studies of many groups of bacteria. Sequences of the 16S–23S
regions of several species have become available for comparison.

16S–23S ISRs could be easily targeted by PCR (ISR-PCR) to show spacer
length polymorphism in the different rDNA gene operons of the genome, based
on their relative electrophoretic mobility on agarose gels. Length varies con-
siderably between species (200–1500 bp), usually showing significant varia-
tions at the genus or species level and in some cases intra-species variations
(8,10–16).

In screening programs to isolate strains of biotechnological interest or in
diversity studies of cultivable bacteria, it is necessary to use a fast and easy
procedure to characterize and differentiate them, especially when a large num-
ber of isolates is to be considered. Among PCR fingerprinting methods, ISR-
PCR has been successfully used in our laboratory as a fast and reproducible
procedure to cluster isolated bacteria according to different band patterns.

After clustering different isolates, they could be analyzed and identified
according to morphological characteristics, biochemical properties, and sev-
eral genotyping methods. It is important to note that the use of intergenic spac-
ers is included in genomic approaches to typing, taxonomy, and evolution of
bacterial isolates, and also in studies of prokaryotic diversity (most of the ref-
erences cited). Nevertheless, it is important to note that further work needs to
be done to determine the precise role of rrn recombination in phylogenetics,
evolution, and typing, since concerted evolution of the rrn multigene family by
recombination and mutation in 16S–23S rDNA spacer rearrangements has been
described (2,17).

This chapter focuses on PCR fingerprinting of rRNA spacers in environ-
mental isolates belonging to the genera Bacillus. We also obtained good results
with actinomycetes strains. In our laboratory, different groups work with each
bacterial genus, and particular characteristics were used to isolate them.
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Because several copies of the rDNA operon are present in the bacterial genome,
a simple and fast chromosomal DNA isolation procedure for all groups of bac-
teria has been shown to be adequate to ensure target sequences suitable for
PCR amplification.

2. Materials
2.1. Culture Media

For Bacillus strains: nutrient broth composed of 5.0 g/L peptone, 3.0 g/L
meat extract, 15 g/L agar, if necessary; pH 7.0.

To grow alkaliphilic strains, pH of the medium was raised to approx 10.0
after sterilization by the addition of sterile 1% NaHCO3 (1 mL in 10 mL) from
a stock solution, or 1 M Na-sesquicarbonate solution prepared with 4.2 g
NaHCO3 and 5.3 g Na2CO3 anhydrous and distilled water to 100 mL.

2.2. DNA Isolation

1. Lysis buffer TEC-SDS: 10 mM Tris-HCl, pH 8.0; 10 mM EDTA; 100 mM NaCl,
and 2% (w/v) SDS.

2. 20 mg/mL Proteinase K in distilled water.
3. 3 M Sodium acetate, pH 5.2.
4. TE-buffer-saturated phenol (18).
5. Chloroform:isoamyl alcohol, 24:1 (v/v)  (18).
6. Isopropanol and 70% ethanol
7. RNAase A solution (10 mg/mL stock) in distilled water (18).

2.3. PCR Amplification

1. Taq polymerase and 10X STR buffer (Promega).
2. Thermal cycler (PE 9700, Applied Biosystems, CA).
3. 100 mM Stock solution of primers ISR-1494 (5'–GTCGTAACAAGG

TAGCCGTA–3') and ISR-35 (5'–CAAGGCATCCACCGT–3') (12) (see Note 1).

2.4. Agarose Gel Electrophoresis

1. TAE buffer (1X): 0.04 M Tris-acetate, 0.001 M EDTA, pH 8.0.
2. 2% Agarose in 1X TAE buffer.
3. Ethidium bromide staining solution  (18).
4. Molecular weight markers: 1 kb and 100 bp DNA Ladders (Promega).
5. Loading buffer (Promega) or prepared according to Sambrook et al. (18).
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3. Methods
3.1. DNA Isolation

1. Transfer 1.5 mL of an overnight culture to a microcentrifuge tube and spin down
2 min. Discard the supernatant.

2. Resuspend the pellet in 750 mL of lysis buffer by repeated up and down pipetting.
Add 15 mL of 20 mg/mL proteinase K, mix by inverting the tube carefully, and
incubate 30 min to 2 h at 55 C (see Notes 2 and 3).

3. Add an equal volume of TE-buffer-saturated phenol and mix by inverting the
tube several times.

4. Centrifuge (10,000g, 5 min). Transfer the aqueous phase (upper) to a new tube
and repeat phenol extraction once.

5. Transfer the upper aqueous phase to a clean tube and add an equal volume of
chloroform:isoamyl alcohol. Again mix well and centrifuge (10,000g, 5 min).
Repeat this extraction three times.

6. Transfer the aqueous phase to a new tube. Add 1/10 vol of 3 M sodium acetate.
7. Add 0.6 to 1 vol of 2-propanol and mix gently until the DNA precipitates. If a

low amount was recovered, precipitation could be favored by centrifugation
(15,000g, 10 min).

8. Discard the supernatant and wash DNA with 500 mL of 70% ethanol to remove
residual salts and isopropanol. Centrifuge (15,000g, 5 min), carefully discard the
ethanol, and dry until ethanol has been removed (see Notes 4 and 5).

9. Resuspend DNA in 100–200 mL double-distilled sterile water and 1–2 mL
RNAase A. Allow to dissolve at 37 C for several hours or overnight at 4 C (see
Note 6).

3.2. PCR Amplification

1. Reaction mixture. Prepare 20 mL for each sample in one mixture considering
total number of samples plus an additional control tube that will not include tem-
plate DNA. Each tube should contain 0.5 mL of isolated DNA, 2 mL of 10X STR
buffer, 0.2 mL of Taq Blue polymerase (1 U), and 0.1 mL of each primer (0.5 mM
final concentration). Double-distilled sterile water to 20 mL. Dispense 19.5 mL
for all samples tested into PCR tubes and add samples (see Notes 7 and 8).

2. Amplification conditions: initial denaturation at 94 C for 4 min followed by 30
cycles each consisting of 94 C for 1 min, 55 C for 2 min, and 72 C for 2 min,
with a final extension step at 72 C for 7 min (see Note 9).

3. Evaluation of PCR fingerprint obtained: runs should be made in 2% agarose gels
using appropriate markers in the range of 100 bp to 2000 bp. Electrophoresis
should be performed at 50 V for 2 h (see Note 10). Stain the gel in ethidium
bromide and observe under UV light (see Notes 11 and 12).
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4. Notes
1. Concerning primer sequences, the ones given were useful in Bacillus and even in

actinomycetes strains, but they could be used to check other possibilities such as
L1 5'–CAAGGCATCCACCGT–3' and G1 5'–GAAGTCGTAACAACG–3'
(6,19), which mainly differ in the position of the primer complementary to 23S
sequence (3,7,9,20–22, and others).

2. When setting up DNA isolation and PCR reactions, wear gloves to minimize the
risks of DNAase contamination. In the case of PCR preparation, gloves should be
powder-free because powder inhibits DNA polymerases. Precautions must be
taken when handling dangerous solutions such as phenol, chloroform, and
ethidium bromide.

3. Information on this topic can be found at Material Safety  Data Sheets
(www.sigma-aldrich.com).

Fig. 1. ISR-PCR from Bacillus spp. strains. Lanes: M1, 1 kb DNA Ladder; 1, B.
subtilis 1 A1 (obtained from BGSCa); 2, B. halodurans DSM497T (purchased as
DSMZb). From lanes 3 to 10, Bacillus sp. alkaliphilic strainsc: 3, MIR32; 4, MRL1; 5,
MRL2; 6, MRL22; 7, MRL33; 8, MRL4; 9, MRL5; 10, MRL5; 11, control reaction
without DNA template; M2, 100 bp DNA Ladder. Band between 200 and 600 bp are
obtained for members of subtilis and cereus groups (Martinez, unpublished data), and
patterns including long ISR spacers, generally between 600 and 1200 bp are typical
for most alkaliphilic Bacillus spp. tested (see Note 13). a = Bacillus Genentic Stock
Center (BGSC); b = German Collection of Microorganisms (DSMZ); c = Isolated in
soda lakes in Kenya, Africa (Breccia, personal communication).
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4. DNA isolation. It could be necessary to optimize lysis conditions when handling
wild-type isolates. Spore-forming bacterial strains might need to be processed
before the end of the exponential growth phase. If poor clarification is achieved
after lytic treatment, proteinase K treatment could be extended. Nevertheless,
further phenol treatment ensures enough DNA suitable for PCR.

5. After two ethanol wash steps, liquid can be discarded by inverting tubes, fol-
lowed by a spin down of 1 min to allow residual liquid in the walls to be collected
by carefully pipeting from the bottom of the tubes. Do not overdry DNA pellets;
this can make resuspension difficult.

6. DNA samples can be stored for several weeks at 4 C. Aliquots of samples can be
kept at –20 C, taking into account that repeated freezing and thawing of the
samples can damage DNA.

7. DNA samples obtained by this procedure are usually suitable for PCR amplifica-
tion. Concentration and quality can be tested by gel electrophoresis and absor-
bance measurements (18). Nevertheless, OD measurements tend to overestimate
DNA concentration. After electrophoretic evaluation, concentration of the
samples can be equalized by repeating steps 5–8.

8. Total PCR reaction volume should be loaded to allow detection of all bands, even
the less intense ones. Inclusion of controls without template is important because
possible PCR artifacts should be considered when analyzing bands of low size
(100–300 bp).

9. The use of longer annealing times and temperature ramps has been described
(11), although we obtained good results as indicated previously.

10. Electrophoresis runs of 2–3% agarose gels should be relatively slow (40–50 V).
Migrations of approx 10–11 cm of the front  marker should be done to allow a
discrete band pattern to develop. 100 bp Ladder and 1 kb Ladder (Promega) could
be loaded in a separate well or in the same well. It is important to consider that
bromophenol blue contained in gel-loading buffer migrates at approximately the
same rate as DNA 300 bp in length.

11. The use of capture-image systems and software are useful when several bands
are obtained to precisely determine the number and size of bands.

12. Absence of amplification could be caused by residual phenol or ethanol in the
final preparations. To test reagents, a positive (amplifiable) control should be
included in all assays. Samples can be recovered by repeating steps 5–9.

13. Frequently, Bacillus species yield several bands, and intra-species variations are
sometimes observed. For example, alkaliphilic strains present larger spacers (Fig.
1). Evaluation of intergenic length polymorphism of hypervariable parts of con-
served genomic regions revealed us typically large 16S–23S intergenic regions
in alkaliphilic Bacillus strains in comparison with those described for other Ba-
cillus species and lane 3 (11,2,3).
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A DNA–DNA Hybridization Method for the Detection
and Quantification of Specific Bacterial Taxa in Natural
Environments

Christopher E. Bagwell and Charles R. Lovell

1. Introduction
Reverse sample genome probing (RSGP) is a quantitative DNA–DNA hybridi-

zation approach that can be employed for (1) assessment of genomic similari-
ties among different reference culture organisms (1) and (2) for determination
of the presence and relative abundances of selected microorganisms in envi-
ronmental samples (2–6). The environmental application of this method will
be the focus of this chapter. Briefly, RSGP utilizes whole community DNA
extracted from environmental samples to probe against dot-blotted DNA
samples from characterized reference cultures. Under stringent hybridization
conditions and using an appropriate internal standard, the quantity of probe
bound in each dot reflects the abundance of each reference culture organism in
the environmental sample. A major application of this method is the quantifi-
cation of many different bacterial taxa in an environmental sample simulta-
neously. The performance of this procedure as described was optimized for the
use of nylon membranes and 35S radiolabel; however, alternative supports (i.e.,
nitrocellulose membranes, glass slides) and detection methods (colorimetric,
fluorescence) are also applicable.

2. Materials
2.1. Probe Preparation

1. Probe DNA (from environmental sample, 1 µg).
2. Internal standard DNA (Lambda Bacteriophage, 0.1 ng).



168 Bagwell and Lovell

3. A restriction endonuclease recognizing a tetrameric sequence (Sau3A1).
4. Random hexamers.
5. DNA polymerase I, large (Klenow) fragment (2 U/mL).
6. dNTPs (100 mM each dNTP except dATP in 250 mM Tris-HCl, pH 8.0, 25 mM

MgCl2, 50 mM 2-mercaptoethanol).
7. [a-35S]dATP.
8. Boehringer Mannheim G-25 Sephadex Quick Spin columns (or comparable prod-

uct) for purification of radiolabeled probe.

Storage: Once labeled and purified, probe should be stored frozen at –20 C
until used.

2.2. Master Blot Preparation

1. Genomic DNA (30 ng) from each reference culture organism.
2. Internal standard DNA (bacteriophage lambda, a linear range of concentrations).
3. Denaturing solution (0.4 M NaOH).
4. Neutralization buffer (2 M ammonium acetate).
5. Nylon hybridization membrane (Duralose-UV™ membranes; Stratagene, La Jolla,

CA), cut to 10 cm ¥ 13.5 cm size—same dimensions as the dot-blot manifold.
6. 20X SSC (1X SSC = 150 mM NaCl, 15 mM sodium citrate).
7. 4X SSC.
8. India ink (1:150 dilution in dH2O).
9. Wash buffer (1 M ammonium acetate).

Storage: Prepared membranes should be stored in a desiccator at 4 C until
used (see Notes section).

2.3. Prehybridization Buffer (Final Concentrations Provided)

Prehybridization buffer should be made up fresh from concentrated stock
solutions of all reagents prior to use.

1. 10X NET: 1X = 150 mM NaCl, 15 mM Tris-HCl, pH 7.5, 1 mM disodium EDTA.
2. 0.1% Sodium dodecyl sulfate (SDS).
3. 3X Denhardt’s solution: 1X = 0.02% bovine serum albumin, 0.02% Ficoll™, and

0.02% polyvinylpyrrolidone.
4. 50 mg/mL Denatured salmon sperm DNA.

Storage: NET buffer and SDS stocks can be stored at room temperature.
Denhardt’s solution and salmon sperm DNA should be stored frozen at –20 C
until used.

2.4. Hybridization Buffer (Final Concentrations Provided)

Hybridization buffer should be made up fresh from concentrated stock solu-
tions of all reagents prior to use.

1. 50% Deionized formamide.
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2. Bio-Rad AG 501-X8 Mixed Bed Resin (for deionizing formamide).
3. 5X SSC: 1X = 150 mM NaCl, 15 mM sodium citrate.
4. 25 mM Potassium phosphate buffer, pH 7.4.
5. 5X Denhardt’s solution.
6. 50 mg/mL Denatured salmon sperm DNA.
7. Denatured labeled probe (environmental DNA—internal standard mix).

Storage: Formamide should be deionized by stirring with 5 g/100 mL of the
mixed bed resin for 1 h, filtered through a 0.2-mm-pore filter, aliquoted, and
stored frozen at –20 C until use. Potassium phosphate and SSC stocks can be
stored at room temperature.

2.5. Posthybridization Wash Buffers

1. 2X SSC, 0.1% SDS.
2. 0.5X SSC, 0.1% SDS.

2.6. Equipment

1. Dot blot manifold (Schleicher & Schuell Minifold or comparable product).
2. Vacuum oven or UV crosslinker.
3. Shaking water bath.
4. Liquid scintillation counter.

3. Methods
3.1. Probe Preparation

1. Add 0.1 ng of internal standard DNA to 1 mg environmental DNA to prepare the
DNA probe (see Note 1).

2. Restriction digest the probe DNA (see Note 2) with Sau3A1 at 37 C for 30 min.
Inactivate the Sau3A1 by incubating the digested probe at 65 C for 10 min.

3. Random prime labeling: Mix probe DNA and random hexamers (155.4 mg/mL
final concentration) (see Note 3) together and denature by incubating in a boiling
water bath for 10 min, and cool to room temperature. Add dNTPs (16.7 mM final
concentration), Klenow fragment (1 mL/30 mL reaction volume), and
[a-35S]dATP (10 mCi), and incubate at 37 C overnight. Inactivate the DNA poly-
merase by heating at 65 C for 10 min.

4. Purify products by gel filtration using G-25 Sephadex® spun columns.
5. Determine radioactivity by liquid scintillation counting. Calculate specific activity.

3.2. Master Blot Preparation

1. Dispense 30 ng of DNA from each reference organism and a series of internal
standards (5-, 15-, 20-, 25-, and 30-ng standards), each preset at the appropriate
concentration in deionized H2O or TE (10 mM Tris-HCl, pH 8.0, 1 mM disodium
EDTA), into assigned wells of a 96-well microtiter plate.

2. Designate several control wells that will each receive a solution but no target
DNA.
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3. Add 50 mL denaturing solution and incubate for 30 min at room temperature.
4. Add 50 mL of neutralization solution and incubate for 30 min on ice.
5. Prewet the nylon membrane evenly with deionized H2O, followed by 20X SSC,

and assemble dot-blot manifold.
6. Add 100 mL of 20X SSC to each well and apply vacuum.
7. Mark each dot by adding 5 mL of India ink to each well (see Note 4) and applying

vacuum.
8. Load samples (101 mL final volume) under vacuum.
9. Add 100 mL of wash buffer to each well and apply vacuum.

10. Add 100 mL 4X SSC to each well and apply vacuum.
11. Disassemble dot-blot manifold and allow membrane to air-dry completely (DNA

side up).
12. Bake membrane at 80 C under vacuum for 2 h and store in a desiccator at 4 C

until used (see Notes 5 and 6).

3.3. Prehybridization

1. Prepare 30 mL fresh prehybridization buffer.
2. Denature salmon-sperm DNA by incubating in a boiling water bath for 10 min

and immediately add the salmon-sperm DNA to the prehybridization buffer (see
Note 7).

3. Prehybridize in a shaking water bath at 40 C for 6 h.

3.4. Hybridization

1. Prepare 30 mL fresh hybridization buffer.
2. Denature salmon-sperm DNA and labeled probe standard mixture by incubating

in a boiling water bath for 10 min, and immediately add both solutions to the
hybridization buffer.

3. Hybridize in a shaking water bath at 40 C overnight.

3.5. Posthybridization

1. Wash membrane twice in 2X SSC, 0.1% SDS at room temperature for 5 min each
wash without shaking.

2. Wash membrane twice in 0.5X SSC, 0.1% SDS at 45 C for 20 min each wash in
a shaking water bath.

3. Using a hole punch, cut control, standard, and experimental dots from the mem-
brane and assay the radioactivity in each by liquid-scintillation counting.

3.6. Quantification

1. Subtract background radioactivity in the control dots from all standard and exper-
imental dots.

2. Determine DNA quantity in experimental dots by regression analysis using the
internal standards method. Briefly, the quantity (ng) of bound environmental
DNA per experimental dot is calculated from a linear regression of the internal
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standards (i.e., X = (Y – b)/m, where X = quantity (ng) of environmental DNA per
experimental dot, Y = radioactivity measured per experimental dot, b = Y-inter-
cept of the internal standards regression line, and m = slope of the internal stan-
dards line). The population size of each reference culture organism in the
environmental sample (1 mg) can be approximated from the quantity of bound
environmental DNA (ng) per experimental dot, X, by assuming a constant genome
size (i.e., 5 fg DNA per cell for Escherichia coli) and 1 genome copy per cell.

4. Notes
1. For best results, probe DNA should be free of contaminating polysaccharides,

detergents, and humic materials. Contaminating materials will result in decreased
labeling efficiency.

2. Increased hybridization specificity and sensitivity was achieved by enzymatic
digestion (specifically with a restriction endonuclease recognizing 4-bp sites,
such as Sau3AI) of the probe (internal standard DNA and environmental DNA
mixture) prior to labeling. Enzymatic digestion permitted species-level resolu-
tion, while hybridizations conducted with intact genomic DNA under the same
hybridization conditions could not consistently differentiate closely related species.

3. Random prime labeling using random hexamers, as compared to longer primers,
results in more efficient and consistent labeling of different probe DNA tem-
plates.

4. India ink is a suitable and nonreactive method for marking dots. The dye is not
washed away during overnight hybridizations or posthybridization wash steps.
In addition, this method permits visual assessment of the consistency and even-
ness of all dots. It should be noted that India ink should be applied to all dots
prior to the application of DNA to the membrane. Otherwise, decreased hybrid-
ization efficiency results.

5. Fixation of template DNAs onto nylon membranes by UV crosslinking generally
resulted in inconsistencies on and between membranes. Performance of mem-
branes baked under vacuum was much more consistent and reproducible.

6. The performance of prepared membranes stored at 4 C in a desiccator was con-
sistent for up to 3 wk. Beyond 3 wk, background intensity tended to be higher
and hybridization results unsatisfactory.

7. Efficient blocking is extremely important for obtaining low background levels.
Addition of salmon-sperm DNA to the prehybridization buffer was essential.

8. Careful temperature control and the use of a shaking-water-bath incubator were
essential for the removal of nonspecific hybrids and for achieving low back-
ground.
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13C and 1H NMR Study of the Glycogen Futile Cycle
in Fibrobacter succinogenes

Anne-Marie Delort, Genevieve Gaudet, and Evelyne Forano

1. Introduction
Fibrobacter succinogenes, a strictly anaerobic bacterium, is a major

fibrolytic species found in the rumen of cattle and sheep. It degrades cellulose
into glucose and cellobiose, which are further metabolized in the cells into
essentially succinate and acetate (1–7). A part of the metabolized carbohy-
drates can be stored as glycogen accounting for up to 70% of the cells dry
weight. This storage is continuous throughout the various growth phases of the
bacterial cultures, with the glycogen–protein ratio remaining constant in the
cells (1). This unusual feature suggests that glycogen synthesis is not subject to
stimulation by nutrient limitations or carbon excess, as previously stated for
bacteria. Indeed, NMR experiments have allowed us to show a continuous turn-
over of glycogen in this bacterium, suggesting the occurrence of a “futile cycle”
of glycogen. Such a futile cycle process can be defined as the simultaneous
synthesis and breakdown of storage carbohydrates, in the presence of exog-
enous soluble carbohydrate (mainly glucose). We have used different
approaches to prove the occurrence of this futile cycle: in vivo 13C NMR which
gives direct evidence in living microorganisms; 1H NMR performed on acellu-
lar extracts or extracellular medium, which quantifies the involvement of these
cycles in the isotopic dilution of final metabolites (12C–13C ratio). These dif-
ferent strategies are illustrated in detail as follows:

1.1. Description of F. succinogenes Metabolism

In F. succinogenes, glucose is metabolized via glucose-6-phosphate through
the Embden-Meyerhof-Parnas pathway. Succinate and acetate are subsequently
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synthesized from phosphoenolpyruvate (PEP), as previously described (3). A
part of the glucose-6-phosphate (Glc6-P) is converted to glucose-1-phosphate
(Glc1-P) through a phosphoglucomutase (2,5) giving rise to glycogen and,
under some conditions, maltodextrins (8). Figure 1 presents the expected 13C
labeling of the metabolites when the cells are incubated in the presence of
[1-13C]glucose.

1.2. In Vivo 13C NMR Experiments

In vivo NMR, a noninvasive method, allows kinetic monitoring of polysac-
charide synthesis/breakdown on whole cells. Although the molecular mass of
glycogen is very high it can be easily detected by NMR because of its large
mobility (T1 about 0.1–0.2 s) (9). Monitoring glycogen synthesis when cells
are incubated with labeled glucose is straightforward; however to visualize
simultaneous degradation of glycogen, specific strategies had to be set up to
impose different labeling of endogenous glycogen and exogenous glucose. We
used “sequential incubations” experiments. Basically, F. succinogenes resting

Fig. 1. Pathway of formation and labeling of succinate, acetate, glycogen, and
maltodextrins from [1-13C]glucose in F. succinogenes. -Æ step involving one enzyme;
-Æ step involving several enzymes;  isotopic dilution.
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cells were first incubated with [1-13C]glucose; under these conditions [1-13C]
and [6-13C] glycogen was stored in the cells. Figure 2 presents 13C NMR spec-
tra registered during this first incubation, which show the synthesis of [1-13C]
and [6-13C] glycogen, [2-13C]succinate and [2-13C]acetate from [1-13C]glucose.
Then bacteria were washed anaerobically and resuspended in a medium con-
taining [2-13C]glucose and the degradation of labeled glycogen in the presence
of [2-13C]glucose was monitored by in vivo 13C NMR. A scheme explaining
the sequential incubations is presented in Fig. 3. During the second incubation,
while the integrals of prestored [1-13C] and [6-13C] glycogen decreased with
time, [2-13C] and [5-13C] glycogen integrals increased as a result of de novo
synthesis (1). A variation of this strategy was to incubate the cells successively
with [1-13C]glucose and unlabeled glucose (1,4). In this case it was possible to
monitor the degradation of prestored [1-13C] and [6-13C] glycogen and the syn-
thesis of [2-13C]succinate and [2-13C]acetate resulting from this degradation.
In parallel, a control experiment was carried out: the cells were incubated first
with unlabeled glucose, washed, and then incubated with [1-13C]glucose; this

Fig. 2. Spectra of in vivo kinetics of the first incubation of F. succinogenes cells
with [1-13C]glucose. 32 mM [1-13C]glucose is added at zero time and spectra were
collected at the time indicated.
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experiment showed that F. succinogenes was still able to store glycogen dur-
ing the second incubation.

By using these “sequential incubation” experiments, direct evidence of futile
cycling of glycogen was found for different strains of Fibrobacter (4), indicat-
ing that this phenomenon was a common feature to this genus, even though
some of the Fibrobacter strains tested were not phylogenetically close. How-
ever, this approach presents some drawbacks: (1) bacteria can be affected by
repeated washings; indeed, a slower metabolism was observed for three strains
of Fibrobacter (S85, 95, NR9), and one of them (HM2) did not tolerate this
treatment at all (4). (2) Only qualitative observations can be made or, at best, a
roughly quantitative estimation.

To obtain more precise data, indirect analyses were carried out by 1H NMR
experiments.

Fig. 3. Evidence of glycogen futile cycling by sequential incubations. (A) First
incubation: Incubation of F. succinogenes resting cells with [1-13C]glucose results in
the synthesis of [1-13C] and [6-13C] glycogen (black circles) , [2-13C]succinate and [2-
13C]acetate. (B) Second incubation: After washing, the cells are incubated with [2-
13C]glucose, which is converted into [2-13C]succinate, [1-13C]acetate, and [2-13C] and
[5-13C] glycogen (white circles). Prestored [1-13C] and [6-13C] glycogen (black circles)
is degraded to [2-13C]succinate and [2-13C]acetate. In incubations A and B, endog-
enous 12C-glycogen (hatched circles) is converted to 12C-succinate and 12C-acetate.
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1.3. In Situ 1H NMR Experiments

When prestored endogenous 12C-glycogen is degraded in parallel to exog-
enous [1-13C]glucose, 12C-Glc1-P and 12C-Glc6P are generated simultaneously
with enriched 13C-Glc1-P and 13C-Glc6-P. These unlabeled substrates ulti-
mately induce an isotopic dilution in the final metabolites such as acetate, suc-
cinate, or oligosaccharides such as maltodextins (Fig. 1). To assess the isotopic
dilution induced by the futile cycle mechanism, 1H NMR spectrometry can be
used to quantify 13C–12C ratios. Indeed, 13C- directly linked proton signals are
split with a one bond coupling constant 1J13C-1H giving rise to 13C satellites that
differ from those of 12C-linked protons. This is illustrated by Fig. 4.

1.3.1. Analysis of 13C Enrichment of Succinate by a 1D 13C-Filtered
Spin Echo Difference (XFSED) Sequence

From Fig. 1, it can be deduced that one [1-13C]glucose unit is cleaved into
two triose-phosphates that produce two molecules of succinate, only one of
which half is labeled. In addition, succinate is a symmetrical molecule with
two CH2, thus only 25% of C2 succinate atoms are 13C-labeled. Hence if 12C-
Glc6-P resulting from the degradation of endogenous 12C-glycogen enters the
glycolytic pathway, the maximum percent of labeling of [2-13C]succinate
should be inferior to 25% when exogenous glucose is 100% labeled. This
implies that the expected isotopic dilution is low, about a few percent. It was
thus necessary to develop a specific NMR sequence in order to measure very
precisely the percent enrichment of the metabolites. By using a 13C-Filtered
Spin Echo Difference (XFSED) sequence (4) the spectra of exclusively 12C-
linked or 13C-linked protons can be specifically edited (Fig. 4). This technique
allowed us to measure very precisely (1% error) the 13C enrichment of C2
atoms of succinate.

When various strains of Fibrobacter (S85, 095, NR9, HM2) were incubated
in the presence of [1-13C]glucose without ammonia, the percent of labeling of
C2-succinate was about 21%, thus the labeling deficit corresponding to the
degradation of endogenous glycogen was about 4% (4). This means that 16%
of 12C-glucose units were provided by unlabeled glycogen. Although other
metabolic fluxes such as glucose consumption, acetate or glycogen synthesis
were modified in parallel, the contribution of endogenous glycogen to glycoly-
sis through its degradation was shown to be fairly constant under various con-
ditions, for instance when resting cells were incubated with [1-13C]glucose in
the presence of NH4

+ (6) or when bacterial cellulose was added as substrate (7).
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1.3.2. Analysis of 13C Enrichment of Maltodextrins by a 2D 1H Double
Quantum Filtered Correlation Spectroscopy (DQF-COSY) Sequence

Very recently, we showed the excretion of short linear maltodextrins in the
extracellular medium by resting cells of F. succinogenes S85 incubated with
[1-13C]glucose and NH4

+ (8). The analysis of 13C enrichment of maltodextrins
was not possible using a 1D NMR experiment since many signals of glucose
derivatives overlap in the same region (see Fig. 5, top trace spectrum). Homo-
correlated DQF COSY spectra, which splits the information into two spectral
dimensions, allowed distinction between the H2 chemical shifts of different

Fig. 4. 1H NMR spectra acquired with 13C-Filtered Spin-Echo pulse sequence. Spec-
tra A and B represent the output of the experiment with and without 180 13C-pulse,
respectively, in the middle of the Spin Echo period. Spectra C and D were obtained
after addition or subtraction of the spectra A and B, respectively. Spectrum C corre-
sponds to 12C-linked and spectrum D to 13C-linked protons.
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metabolites, including their 13C satellites (Fig. 5). The H1/H2 cross-peaks of
three principal unlabeled 12C-metabolites could be distinguished as well as that
of a glucose (aGlc). The crosspeak at d 5.459/3.517 ppm was assigned to glu-
cose1-phosphate (Glc1-P) and those at d 5.435–5.414/3.568–3.628 ppm to the
nonreducing glucose units of maltodextrins (nr MD).

The presence of these 13C-satellites is the consequence of metabolism of the
exogenous [1-13C]glucose, whereas the huge crosspeaks owing to 12C-linked
protons are because of the degradation of glycogen. This proves the involve-
ment of the futile cycle of glycogen in this bacterium.

1.4. Concluding Remarks

These different NMR-based approaches, used by our group to evidence and
quantify the continuous glycogen flux in the rumen bacterium F. succinogenes,
could be applied to other bacterial species storing glycogen or synthesizing

Fig. 5. Region of a anomeric signals of the DQF COSY spectra of extracellular
medium obtained after incubation of F. succinogenes with [1-13C]glucose after 18
min. Top trace represent the 1H spectrum.

Glc, glucose; Glc1P, glucose-1-phosphate; Glc6P, glucose-6-phosphate; MDr Glca,
maltodextrins reducing end Glca unit; MDnr Glca,ß, maltodextrins nonreducing end
Glca,ß unit.
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other types of polysaccharide in or out the cell. Indeed, polysaccharide storage
has been shown to have an important role in several species from the environ-
ment: intracellular polysaccharides such as glycogen or cyclic b-glucans may
play specific roles as material reserves (10) or osmoregulators (11), respec-
tively, while exopolysaccharides, e.g., cellulose or succinoglycans, may be
involved in different functions like cell protection (12) or the establishment of
symbiosis (11), respectively. For example, the glycogen futile cycle was
recently suggested, but not quantified, in the cellulolytic soil species
Clostridium cellulolyticum (13,14). In addition, the use of 13C-NMR to study
the sugar metabolism of another soil bacteria, Sinorhizobium meliloti, allowed
quantification of the specific enrichment of both intracellular and exocellular
polysaccharides, suggesting a cyclic organization of the carbohydrate metabo-
lism in this species (11).

2. Materials
2.1. Microbiology

F. succinogenes is a strictly anaerobic bacterium, thus all the techniques,
media and buffers used for cultivation, harvesting, washing or incubating the
cells must avoid any contact of the cells with oxygen. For this purpose, the
methodology used is mainly based on the strictly anaerobic techniques first
described by Hungate (15).

1. The strain of F. succinogenes used is the strain S85 (ATCC, 19169), the type
strain of this species isolated from a bovine rumen.

2. Culture media: The Hungate anaerobic technique (15) is used for the preparation
of medium. The culture medium is the mineral medium of Bryant and Burkey
(16): 0.45 g/L K2HPO4, 0.45 g/L KH2PO4, 0.9 g/L (NH4)2SO4, 0.9 g/L NaCl,
0.09 g/L MgSO4, 0.09 g/L CaCl2 with the following additions:
a. Volatile fatty acids (mM, final concentration) 29 acetic acid, 7.9 propionic

acid, 4.3 n-butyric acid, 1.3 isovaleric acid, 0.9 DL-a-methylbutyric acid, 1.0
isobutyric acid, 1.3 n-valeric acid.

b. Vitamins: 0.1 mg/mL p-aminobenzoic acid; 0.05 mg/mL biotine.
c. 1 mg/L Hemin.
d. 0.5 g/L Cysteine/HCl, as a reducing agent.
e. 1 mg/L Resazurin, the redox potential indicator.
f. 3 g/L Cellobiose as carbohydrate.

The culture medium (usually 3 L) is prepared in round-bottom boiling flasks.
The medium is prepared without cysteine or Na2CO3, and is autoclaved in the
flasks. After autoclaving (120 C, 20 min), the flasks are opened at the flame
(sterile conditions) and placed under a stream of 100% oxygen-free CO2 directly
flushed into the container in order to maintain conditions as anaerobic as pos-
sible. A 3-inch no. 19-gauge hypodermic needle bent so that about 2 inches extend



Glycogen Futile Cycle in F. Succinogenes 181

down into the container is used for introducing the gas. The needle is connected
to a 0.2-mm filtration unit (type Versapor ref. 6254185, GelmanSciences) that is
connected on the other side to the tube delivering the gas. Na2CO3 and cysteine
are then added successively to the medium which is then left to cool down under
the gas stream until the pink resazurin reduces to a colorless compound. The
flasks are then sealed with sterile butyl rubber stoppers to maintain anaerobiosis.
The final pH of the medium is between 6.5 and 6.7.

When 10 mL medium tubes are needed, the medium is first prepared as
explained previously without cysteine and Na2CO3. It is then degassed by boiling
at 100 C, placed under a stream of 100% oxygen-free CO2, and Na2CO3 and
cysteine are added successively. After reduction of resazurin, the medium is dis-
pensed into culture tubes (“Hungate” type anaerobic culture tubes, complete—
including stoppers—16 ¥ 125 mm, ref. 204716125, Bellco) that are also flushed
by 100% oxygen-free CO2 (before, during and after filling). The tubes are then
sealed by their specific stoppers, then autoclaved.

3. Incubation buffer: The buffer used for washing or incubating the cells is an
anaerobic phosphate buffer: 0.1% of resazurin was added to a solution of
K2HPO4/KH2PO4 at 50 mM, pH 7.1 (see Note 1). The solution (in a bottle) was
then degassed by boiling at 100 C, placed under a stream of 100% oxygen-free
CO2, and Na2CO3 (0.4%) and cysteine (0.05%) were added successively. The
solution was then cooled under the gas stream until reduction of resazurin, and
the bottle was sealed by a butyl rubber stopper.

2.2. NMR Spectroscopy

1. NMR spectrometer: NMR spectra are recorded on a Bruker Avance DSX300
spectrometer operating at 300.13 MHz for 1H and 75.46 MHz for 13C. Tempera-
ture is regulated at 38 C. XWIN NMR Bruker software is used for signal treat-
ments and signal integrations. The 2H resonance of D2O is used to lock the field
and for shimming.

2. NMR probes: A 10-mm broad band probe is used for in vivo NMR, whereas a 5
mm TXI 1H,13C,15N is used for in situ (supernatant) experiments.

3. Chemicals:  [1-13C]glucose, [2-13C]glucose (99% labeled), D2O and TSP-d4 are
purchased from Eurisotop (France). Benzene and 12C-glucose are from Sigma-
Aldrich (France).

4. NMR tubes are from Wilmad Glass Company: 10-mm diameter tubes (WG 10M)
are used for in vivo NMR, 5-mm tubes (WG 5M) are for in situ NMR.

5. Reference capillary: (see Fig. 6): A 1-mm diameter capillary is filled with pure
benzene using a 0.5-mL syringe up to half length. The capillary is sealed under a
flame (see Note 2) and a silicon tube is attached to this capillary simply by melt-
ing it to the capillary glass. This silicon tube is very useful for handling the cap-
illary during in vivo NMR experiments. To keep it centered in the 10-mm tube, it
is inserted in a cap previously bored to the right diameter. After each use, this
capillary can be rinsed carefully with water and stored for many months in the
fridge.
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6. Pipets: 5 Gilson automatic pipets are used: one for pure bacterial cells (1 mL), for
anaerobic buffer (1 mL), one for D2O (200 mL), for glucose (100 mL), and one for
the whole sample (2 mL). To introduce the various samples at the bottom of the
NMR tube or to take the samples out of the NMR tube easily the tips used for the
pipets are equipped with PTFE tubing (PolyLabo-Merck-Eurolab, 0.9-mm diam-
eter, ref. 92404) of about 20 cm length (see Note 3).

3. Methods
3.1. F. succinogenes Culture and Preparation
of the Cells for NMR Experiments

1. The strain was stored at –80 C by freezing directly a 15-h culture in Hungate
tubes.

2. The bacteria were cultivated for 15 h in the anaerobic medium in Hungate tubes.
The Hungate anaerobic technique was used (15). A 10% inoculum was intro-
duced by a pipet or hypodermic syringe into a culture tube under anaerobic
(stream of CO2 while the tube is open) and sterile (flame) conditions. The tubes
are then incubated at 39 C in an incubator for 15 h. For large cultures, one to
three 15-h cultures were inoculated under sterile and anaerobic conditions, as
described previously, into a flask containing 800 mL medium. The flask was then
sealed by a butyl rubber stopper and incubated for 15 h at 39 C in a waterbath.

3. At the end of the culture, the cells were harvested by transfer under anaerobic
conditions to 250 mL polycarbonate centrifugation bottles (Beckman 62X122,
ref. 356013) fitted with a hermetic screw cap. The cells were then centrifuged at
4500g for 15 min, at 4 C. The cells were washed twice in an anaerobic phosphate
buffer (see above) and finally resuspended at about 5–10 mg protein/mL.

Fig. 6. 13C in vivo NMR experiments: 10-mm diameter NMR tube containing a 1-
mm diameter sealed capillary filled with pure benzene. Bacterial cells are under CO2

atmosphere.
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3.2. Sequential Incubations and 13C In Vivo NMR Experiments

As previously stated, all the manipulations are carried out under a CO2

stream. However, when bacteria are placed in the NMR tube sealed with a
rubber stopper (see Fig. 6), anaerobiosis is maintained during the NMR experi-
ments without any further CO2 addition (see Note 4). Because glucose degra-
dation is rather quick (about 45 min), the NMR apparatus must be ready;
preliminary settings must be therefore made in advance, such as fixing the
temperature at 38 C, shimming using a test tube and preparing NMR data files
and parameters.

1. Step 1: Bacterial cells (the volume depends on the protein concentration of the
cell suspension at the end of the washings) are transferred in a 10-mm tube under
CO2 flux, 200 mL of D2O (10% for shimming) are added as well as an adequate
volume of anaerobic buffer to reach a total volume of 2.2 mL. The final protein
concentration is 5 mg/mL (see Note 5). The whole sample is mixed by pumping
in and out with the pipet. The benzene capillary is then centered in the tube (see
Fig. 6) and the tube is closed and quickly inserted in the NMR magnet using an
air lift system. A first 13C NMR spectrum is collected after shimming of the tube
with the following conditions: protons are decoupled with Waltz-16 program,
360 scans are collected (acquisition time 0.256 s, relaxation time 0.5 s, 8K data
points) with a pulse length of 45 . The total time of the experiment is 4.5 mn.
This first spectrum constitute a reference spectrum (see Note 6), before the addi-
tion of [1-13C]glucose, and it generally contains only the resonance (see Note 7)
of benzene at d 128.6 ppm which is used as an external reference for chemical
shift measurements and for normalization of the values of metabolite integrals.

2. Step 2: The NMR tube is taken out of the magnet by the air lift system and 35 mL
of 2 M glucose is transferred as quickly as possible into the tube under CO2 flux.
The whole sample is mixed by pumping in and out with the pipet. Then the tube
is transferred very quickly back in the magnet, quickly shimmed with Z1 and Z2
coils and the monitoring of the kinetics by 13C in vivo NMR is started (see Note
9). Ten spectra are collected under the same conditions as step 1. The time course
of [1-13C]glucose consumption and [2-13C]acetate, [2-13C]succinate and [1-13C],
and [6-13C]glycogen formation can be followed in real time on the computer
screen (see Fig. 3) so that the progress of the experiment can be checked. The
experiment is stopped when [1-13C]glucose is exhausted (usually 45 min). FID
are Fourier transformed after application of a line broadening of 3Hz, relative
integrals are measured compared to the benzene capillary area.

3. Step 3: The third step consists of washing the cells with the phosphate anaerobic
buffer containing 32 mM [2-13C]glucose to avoid a slight degradation of intracel-
lular glycogen, which can happen even at 4 C. Bacterial cells are centrifuged for
15 min at 5000g in 10 mL Oak-ridge tubes (Nalgene ref. 3118-0010) fitted with
adequate screw caps (Nalgene, 3131-0013) and resuspended in the anaerobic
buffer to obtain the same cell concentration as in the first incubation.



184 Delort, Gaudet, and Forano

4. The washed cells are incubated with 32 mM [2-13C]glucose, and the kinetic of
glucose and [1-13C] and [6-13C] glycogen degradation as well as of formation of
[1-13C] and [2-13C] acetate, [2-13C]succinate, [2-13C] and [5-13C] glycogen (see
Fig. 2) are monitored by in vivo 13C NMR as previously described in step 2 (see
Note 9).

3.3. In Situ 1H NMR Experiments

1. The first step consists of incubating resting cells of F. succinogenes with 32 mM
[1-13C]glucose as described in Subheading 3.2., steps 1 and 2 (see Note 10)
except that twice the volume was used (4.4 mL). After step 1, 2.2 mL is taken out
to be used as a reference to check how much 12C succinate was already present at
zero time (resulting from the degradation of intracellular glycogen of the cells
stored in ice).

2. The cell suspensions, sampled at time zero and after incubation with glucose, are
centrifuged (13,000g, 10 min, 4 C), and the supernatants are kept as extracellular
media. 400 mL of cell-free supernatants are mixed with 100 mL of 25 mM solu-
tion of deuterated 3-trimethylsilylpropionate sodium salt (TSP-d4) in D2O and
transferred to a 5-mm diameter NMR tube. To measure the percentage enrich-
ment (13C/12C), 1H NMR spectra are acquired using internal TSP-d4 (d 0.0) as a
reference standard for chemical shifts in a 5-mm inverse probe (1H/13C/15N) with
the 13C-Filtered Spin-Echo Difference (13C FSED) pulse sequence presented
below:

Preparation–(90 )H-t/2–(180 )H/(a)X–t/2–(90 )X–FID(1H)

where the subscripts denote the nucleus experiencing the pulse (H-proton; X-
13C). The last carbon pulse is a purging pulse used to remove all spurious signals
originating from pulse imperfections. Spectra with a = 0 or 180 are acquired in
subsequent scans and are stored independently in two blocks of memory. Exten-
sive phase cycling is used to compensate quadrature detection artifacts (CY-
CLOPS) (17) and 180 pulse imperfections (EXORCYCLE) (18). In a
preparation period, the solvent resonance was presaturated by irradiation for 3.5
s at 60 dB. The evolution interval t was adjusted according to the one-bond C, H
coupling constant for succinate (t = 1/1J(C,H) = 7.8 ms). After 8 dummy scans,
128 scans were accumulated into 8K of memory with an acquisition time of 3.5 s,
a spectral width of 4000 Hz and a relaxation delay of 3.0 s. This repetition time is
not sufficient for full relaxation of all protons, so for quantitative analysis, a
calibration measurement is made with an additional 10 s relaxation delay. Both
time domain spectra (a = 0 , a = 180 ) are proceeded under identical conditions
(same window function, same phase correction). After Fourier transformation
the subspectra are edited. The sum of the two spectra yields the subspectrum of
protons directly bonded to 12C nuclei or another heteronucleus (O or N), and their
difference gives the subspectrum of protons directly bonded to 13C nuclei (see
Fig. 4). Before quantitative analysis, both spectra are corrected for the presence
of succinate before the incubation with glucose (see step 1). The zero incubation
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time sample also containing TSP-d4 is used for quantitative comparison of the
integrals. After the zero incubation time correction, relative integral intensities
are determined for all the relevant signals in both spectra by using a standard integra-
tion procedure. Normalized intensities (TSP-d4 = 100) are then corrected for the
differences in T1 relaxation times by using correction factors determined from
the calibration experiment. In addition, 13C integrals are corrected for the natural
abundance contribution (1.1%). Isotopic enrichment (e) at the C2 position of suc-
cinate is determined from the corrected integral intensities [I (13C) and I(12C)] of
CH2 signals in 13C and 12C subspectra with the following equation:

e = I(13C)/[I(13C) + I(12C)]

The systematic error of the spin-echo method for the determination of the CH2

groups is less than 1% and negative (i.e, the spin-echo slightly underestimates
the enrichment of succinate.

3. To analyze the labeling of maltodextrins in the supernatant obtained after incuba-
tion with glucose (see step 1), the pH of the solutions is corrected to 7.40 by
adding a few microliters of NaOH (0.1 M), the solution is freeze-dried, and the
residue dissolved in 500 mL 99.98% D2O and transferred to a 5-mm diameter
NMR tube (see Note 11). The 2D NMR COSY-DQF experiment is performed
with the homo-nuclear double quantum filtered DQF COSY sequence published
by Davies et al. (19) with pulse field gradient, using a 5-mm inverse probe (1H/
13C/15N). The NMR parameters are the following: spectral width 2.8 ppm, data
points 1024 and 256 for F2 and F1 dimensions respectively, acquisition time
0.61 s, relaxation delay 1.5 s, number of scans 48, 90 pulse 8 ms at 6 dB, delay
for homospoil/gradient recovery 100 ms, homospoil/gradient pulse 1 ms,
GPZ1:GPZ2 = 1:2. Sine window function was applied in both dimension before
2D Fourier transformation.

4. Notes
1. The incubation buffer has to be adapted to the microbial species studied: it has to

have about the same osmotic pressure as the culture medium, and a pH value and
other physiochemical conditions adapted to the physiological conditions of the
cells.

2. Working under a fume hood is recommended as benzene is volatile and highly
carcinogenic. Melted glass must be manipulated quickly with a grip, taking care
of bubble formation owing to the evaporation of benzene and thus carefully
checking that the capillary is perfectly sealed.

3. The number of pipets and the tips equipment are key points for correct and rapid
preparation the samples.

4. Anaerobiosis is maintained because the rubber cap is highly impermeable to oxy-
gen. In addition, the cell density is high and F. succinogenes metabolism also
generates CO2 continuously in the tube.

5. Some slight metabolic variations can be observed from one culture to the other,
mainly because glycogen content can be variable. Therefore, to compare various
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kinetics corresponding to different bacterial cultures we do not consider strict
protein concentrations but we use bacterial concentrations corresponding to the
same kinetics of glucose (32 mM) degradation (complete degradation after 45
min). To do so, a first incubation is performed with a bacterial suspension at 5
mg/mL protein, and according to this first result, the bacterial concentration is
further adjusted (dilution or concentration). Note, however, that the final bacte-
rial concentration should be around 4–6 mg/mL. If a larger concentration is
needed it means that bacteria are not in a correct metabolic state and experiments
are not continued.

6. This first experiment also allows to shim correctly on the bacterial sample and to
adjust the temperature at 38 C (it was previously stored in ice). Therefore the
setting up will be extremely brief in the second step when kinetics are monitored
(no time is lost for these adjustments).

7. In some cases, when intracellular glycogen concentration is high, natural abun-
dance signals of glycogen can be detected (d = 61.0 to 100.1 ppm).

8. The time necessary to carry out all these operations is 30 s; however, no time gap
is observed on the kinetics as these 30 s compensate more or less the temperature
decrease of the sample when it is out of the magnet (from 38 C to room tempera-
ture).

9. After washing, a slight decrease of the metabolism rate is usually observed; in
some cases, specific strains cannot cope with this “sequential incubation proto-
col” and thus cannot be used.

10. 13C NMR is very useful to check the metabolic state of the cells and stop the
incubation precisely at the end of glucose consumption; however, the same
experiment can be carried out on the bench in a water bath and the experiment
can be followed by assaying glucose or succinate by enzymatic methods.

11. This freeze-drying step is important for removal of H2O, otherwise a huge signal
will overlap the interesting anomeric 1H signals of maltodextrins. Note that this
operation will modify the concentration of acetate in the medium, so that any
assay of acetate should be done, if necessary, before freeze drying. On the con-
trary, succinate concentration is not changed.
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Chemical Analysis and Biological Removal
of Wood Lipids Forming Pitch Deposits
in Paper Pulp Manufacturing

Ana Gutiérrez, José C. del Río, and Ángel T. Martínez

1. Introduction
Wood extractives cause production and environmental problems in pulp and

paper manufacturing. The lipophilic fraction is the most problematic, and it
includes free fatty acids, resin acids, waxes, fatty alcohols, sterols, sterol esters,
glycerides, and other oxidized compounds (1–5). During wood pulping and
refining of paper pulp, the lipophilic extractives in the parenchyma cells and
softwood resin canals are released, forming colloidal pitch (6). These colloidal
particles can coalesce into larger droplets that deposit in pulp or equipment,
forming the so-called pitch deposits, or remain suspended in the process waters.
Pitch deposition results in low-quality pulp, and can cause the shutdown of
mill operations (7). Economic losses associated with pitch problems in kraft
mills often amount to 1% of sales. In addition, some wood extractives could
have a detrimental environmental impact when released into wastewaters. This
is especially important in modern environmentally-sound pulp manufacturing
processes, where chlorine bleaching has been replaced by elemental chlorine-
free (ECF) or totally chlorine-free (TCF) bleaching (8,9).

Traditionally, pitch deposition has been reduced by debarking and season-
ing logs and wood chips, and by adding physicochemical control agents (10–
13). However, the cost is high and often the results are far from satisfactory. As
alternatives to the above, biological removal of wood extractives by treatment
with enzymes (14–16) or microorganisms (17,18) has been suggested in recent
years for pitch control. The screening for the most adequate organisms to
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degrade lipophilic extractives responsible for pitch deposition during pulping
of different types of wood requires the use of simple and sensitive analytical
methodologies. The broad range of molecular masses of lipophilic extractives
and their structural diversity represent two important difficulties for their
chemical analysis. In the present chapter, we describe an optimized methodol-
ogy for the chromatographic separation and chemical identification of complex
mixtures of wood lipids, without previous fractionation. Gas chromatography
(GC) and gas chromatography–mass spectrometry (GC-MS) are employed,
using short- and medium-length high-temperature capillary columns (with thin
films), respectively, that enable elution and separation of high-molecular-
weight lipids (19–24). This methodology was successfully applied for the study
of the biological removal of free and esterified wood sterols by selected fungal
strains (25,26). The results show that some of the new fungi efficiently degrade
steroids involved in pitch deposit formation in chlorine-free pulps, which are
not removed by the other microbial preparations currently available. In this
chapter, the GC-MS profiles of lipophilic extractives from eucalypt wood after
solid-state fermentation (SSF) treatment with four selected fungi is used to
illustrate this methodology.

For more detailed characterization, a simple solid-phase extraction (SPE)
method using aminopropyl phase cartridges is described. This enables frac-
tionation of the complex mixture of lipids isolated from woods and pitch
deposits into major lipid classes, which can be subsequently characterized and
quantified by GC and GC-MS. The advantages of SPE over traditional sample
preparation methods include increased speed and simplicity, reduced solvent
usage, and improved selectivity (27). The method outlined in this chapter is
based on that previously developed by Kaluzny et al. (28) for separation of
animal lipids. However, a different fractionation scheme with a reduced num-
ber of steps and cartridges, as well as a different solvent system, has been used
for the fractionation of wood lipids.

2. Materials
1. GC equipment: Hewlett-Packard HP 5890 gas chromatograph equipped with a

split-splitless injector and a flame ionization detection (FID) system (Hewlett-
Packard, Hoofddorp, Netherlands).

2. GC-MS equipment: Varian Star 3400 gas chromatograph (Varian, Walnut Creek,
CA) with an ion-trap detector (Varian Saturn 2000).

3. High-temperature capillary column (DB-5HT, 0.25 mm id, 0.1 mm film thick-
ness) from J&W Scientific (Folsom, CA) especially processed for an extended
temperature of 400 C (15 m for GC-MS analysis and 5 m for GC-FID analysis).

4. Accessories used for GC injector: Thermogreen LB-2 with extremely low bleed-
ing (from 100 C to 350 C) and Therm-O-Ring™ seals processed for using at
temperatures up to 375 C without being degraded (Supelco, Bellefonte, PA).
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5. Standard compounds (palmitic acid, dehydroabietic acid, sitosterol, cholesteryl
oleate, and triheptadecanoin).

6. Aminopropyl phase cartridges (500 mg) from Waters (Division of Millipore,
Milford, MA).

7. Solvents: acetone, hexane, chloroform, diethyl ether, and acetic acid.
8. Wood chips from Eucalyptus globulus (e.g., 2–4 ¥ 20–40 mm).
9. Fungal strains: Bjerkandera adusta CBS 230.93, Phlebia radiata CBS 184.83,

Pleurotus pulmonarius CBS 507.85, and Ceriporiopsis subvermispora CBS
347.63 conserved at the Centraalbureau voor Schimmelcultures fungal culture
collection (Utrecht, The Netherlands).

10. SSF equipment: Horizontal rotary fermentor including six 2-L bottles with a capac-
ity for 350 g of wood chips (28 cm rotating diameter), which were individually
sterilized at 120 C for 30 min and inoculated under sterile conditions (as
described below) before being assembled into the fermentor, where they were
flushed with sterilized wet air (165 mL/min), rotated 1 h/d at 1 rpm, and main-
tained at 28 C (29).

3. Methods
The methods described below outline (1) the GC and GC-MS conditions to

analyze lipophilic compounds within a wide molecular-mass range in the same
chromatographic analysis in a short period of time, (2) the fractionation of the
wood extracts using a SPE procedure, and (3) the fungal treatment of wood
chips to remove lipophilic extractives, the efficiency of which is analyzed by
the above chromatographic methods.

3.1. Chromatographic Analyses

High-temperature, short- and medium-length capillary columns with thin
films have been used for the rapid identification and quantification of lipo-
philic wood extractives with no prior derivatization nor fractionation (see Note
1). This analytical method is being used routinely in our laboratory for the
evaluation of biological removal of extractives from eucalypt and pine woods,
which implies the analysis of a great number of samples.

3.1.1. GC

The capillary column used for GC analyses was of 5-m length because it
enables simultaneous analysis and quantification of the main classes of lipo-
philic extractives (fatty acids, steroid hydrocarbons, sterols, sterol esters, and
triglycerides) in the same chromatographic run (in a short period of time) as
shown in Fig. 1 (see Note 1). The injector and the detector temperatures were
set at 300 C and 350 C, respectively. Sample volumes of 1 mL were injected in
the splitless mode. Helium was used as the carrier gas. The oven was tempera-
ture-programmed from 100 C (1 min) to 350 C (3 min) at a rate of 15 C/min.
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Fig. 1. GC-FID chromatograms of the lipid extract of E. globulus wood obtained
with high-temperature capillary columns of different lengths. The identity of major
compounds is shown in the chromatograms.

A mixture of standard compounds (see Subheading 2.) was used to elaborate a
calibration curve for the quantification of wood extractives. All peaks were
quantified by area.
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3.1.2. GC-MS

The capillary column used for GC-MS analyses was of 15-m length (see
Note 1). Sample volumes of 1 mL were injected with an autoinjector using a
septum-equipped programmable injector (SPI) system. The temperature of the
injector during the injection was 120 C, and 0.1 min after the injection was
programmed to 380 C at a rate of 200 C/min and hold 10 min. Helium was
used as the carrier gas. The oven was temperature programmed from 120 C (1
min) to 380 C (5 min) at 10 C/min. The temperatures of the ion trap and the
transfer line were set at 200 C and 300 C, respectively. Compounds were iden-
tified by computer comparison of the mass spectra with those in the Wiley and
NIST libraries, by mass fragmentography, and when possible by comparison
with standard compounds.

3.2. SPE Fractionation

The SPE fractionation scheme described here has been used when a more
detailed characterization of some compounds that eluted close  together or were
present in very minor amounts was required.

The SPE implies a physical extraction process involving a liquid and a solid
phase. Process parameters include the stationary phase of the SPE cartridge,
the conditioning of the phase, the volume and quantity of the sample, the choice
of solvents, the volumes used, and the flow rates, as well as the suppliers of the
columns. Different stationary phases are available from several suppliers (30).
In the SPE method described here, the lipophilic compounds of interest are
retained in the column and elute from the column in order of increasing polar-
ity. Aminopropyl phase cartridges (500 mg) were used. The column separa-
tions described here can be performed with different quantities of lipid extract
(5–20 mg). The cartridge was loaded and eluted by gravity (see Note 2). It is
necessary to avoid allowing the columns to become completely dry between
the different elution steps. The procedure for the fractionation of eucalypt wood
lipids follows (Fig. 2): The aminopropyl column was conditioned with hexane
(4 mL). Next, the dried chloroform extract (containing free fatty acids,
squalene, steroid hydrocarbons, waxes, free sterols, sterol esters, and triglycer-
ides) was taken up in a minimal volume (0.5 mL) of hexane:chloroform (4:1)
(see Note 2), and loaded into the cartridge column, leaving the entire lipid
mixture in the column. The column was first eluted with 8 mL hexane. The
fraction A (containing sterol esters, waxes, and hydrocarbons) was saved, and
a new tube was placed below the column. Next, the column was loaded with 6
mL hexane:chloroform (5:1) and the fraction B was eluted (containing triglyc-
erides) and saved. The column was subsequently loaded with 10 mL chloro-
form and the fraction C was eluted (containing free sterols) and saved. Finally,
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Fig. 2. Elution scheme used for the separation and isolation of lipophilic extractives
from E. globulus wood in SPE aminopropyl columns and GC-MS (15-m column) chro-
matograms of the total lipid extract and the four fractions obtained (A–D).
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the column was loaded with 10 mL diethyl ether:acetic acid (98:2), and the
fraction D was eluted (containing free fatty acids) and saved. Each isolated
fraction was dried under nitrogen and weighed. GC and GC-MS were used to
monitor the purity and to determine the amount of solvent needed to elute each
fraction (Fig. 2).

3.3. Biotechnological Control of Pitch Deposits

After a large screening of fungal strains from different origins (see Note 3),
the four fungi listed above were selected for the removal of lipophilic extrac-
tives involved in pitch deposit formation from eucalypt and other woods used
as raw material for chlorine-free paper pulp manufacturing. Inocula were grown
in liquid media, and fungal pellets were used to inoculate wood chips. In order
to remove the most recalcitrant lipophilic extractives (such as free and esteri-
fied sterols in the case of eucalypt), the inoculated wood was incubated for
several weeks under SSF conditions. These are similar to those in chip piles at
the pulp mill during natural seasoning of wood, which is traditionally used for
decreasing pitch troubles. Therefore, the treatment described could be extrapo-
lated to the mill scale, and can be considered as a controlled seasoning of wood
using selected fungal inocula (instead of depending on the action of the wood-
inhabiting microorganisms as in the case of natural seasoning).

3.3.1. Inoculum Preparation

Flasks (1 L) with 100 mL of a medium containing (per L) 10 g glucose, 2 g
ammonium tartrate, 1 g KH2PO4, 1 g yeast extract, 0.5 g MgSO4•7 H2O, 0.5 g KCl,
and 1 mL of a mineral solution (containing 10 mg B4O7Na2•10 H2O, 7 mg
ZnSO4•7 H2O, 5 mg FeSO4•7 H2O, 1 mg CuSO4•5 H2O, 1 mg MnSO4•4 H2O,
1 mg (NH4)6Mo7O24•4 H2O, and 100 mL water) were sterilized by autoclaving
at 120 C for 20 min (31). Each flask was inoculated with two plugs from a
fungal colony grown on 2% malt-extract agar slants, and was maintained under
stationary incubation at 28 C for 15 d. After this time period the mycelia were
washed and homogenized under sterile conditions. The washed and homog-
enized mycelia (preinoculum) were grown in 1-L flasks with 200 mL of the
above glucose-ammonium-yeast extract medium for 5 d, and the pellets pro-
duced were washed and used to inoculate the eucalypt chips.

3.3.2. Fungal Treatment of Wood

The sterilized wood chips inoculated with fungal pellets (0.5 mg/kg wood)
were incubated under SSF conditions (corresponding to the water-holding
capacity) in the rotary fermentor described previously. After an adequate incu-
bation period (typically 21 d), the treated chips were dried in an aerated oven at
60 C, ground to sawdust using a knife mill, extracted with acetone in a Soxhlet
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apparatus for 8 h, and the lipophilic compounds dissolved in chloroform and
analyzed by GC-MS as previously described. After pretreating wood with these
fungi, the abundance of most pitch-forming compounds, such as free and

Fig. 3. Total-ion GC-MS (15-m column) chromatograms of the lipophilic fraction
of the acetone extracts from the E. globulus wood treated with the selected fungal
strains (21 d).
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esterified sterols, was strongly decreased, as illustrated in Fig. 3, which shows
the GC-MS profiles of lipophilic extractives from eucalypt wood after SSF
treatment with the four selected fungi and the noninoculated control. These
results show that the four fungi selected are promising organisms for the bio-
logical control of pitch in paper-pulp manufacturing, when applied as a SSF
pretreatment of the raw material (see Note 3).

4. Notes
1. Several authors have used short GC capillary columns, which allow the elution

and separation of high-molecular-mass lipids, for the analysis of wood lipophilic
extractives, although they do not allow the best resolution (20,21). In the present
study, the range of temperature of the analysis has been extended by using high-
temperature capillary columns. On the other hand, capillary columns with thin
films, which are necessary for an optimal analysis of high-molecular-mass lipids
such as waxes, sterol esters, and triglycerides (32) are preferred for this study.
Therefore, the column finally selected for the chromatographic analyses was a
DB5-HT capillary column of 0.25 mm id with a film thickness of 0.1 mm. Previ-
ous procedures for the analysis of wood extractives used conventional tempera-
ture columns and different film thickness or internal diameters (20,21). Different
column lengths (from 25 to 2 m) and different temperature programs were inves-
tigated for the analysis of the lipid extract from eucalypt wood by GC-FID. As
the main objective was to obtain short elution times, high-temperature program-
ming rates, which enhance the speed of the analysis, were preferred. Figure 1
shows the chromatograms of eucalypt wood lipophilic extractives obtained with
different column lengths and program temperature rates. It can be observed that
the high-molecular-mass lipids (sterol esters and triglycerides) start to elute as
the column length decreases. Shorter lengths (2 m) were also attempted, but the
resolution was not good enough for quantitative purposes. The length of the col-
umn used should be a compromise between the optimum, in terms of resolution,
and the need to limit the exposure time of the sample to high temperatures to the
minimum (32). After this comparative study, a 5-m capillary column was selected
for the rapid analysis of wood extractives, since it enables elution and separation
of compounds with a wide range of molecular masses (from fatty and resin acids
to sterol esters and triglycerides) in the same chromatographic analysis, in a short
period of time (20 min), and with enough resolution for quantification of the
different component groups. The chromatograms obtained by GC-FID using
the 5-m capillary column had to be reproducible in GC-MS in order to identify
the different compounds. However, GC-MS systems cannot support very short
columns. The minimum column length of a capillary column of 0.25 mm id sug-
gested by the manufacturers of the Varian Saturn 2000 GC-MS system was lim-
ited to 15 m, although shorter columns (10–12 m) have also been successfully
used. The utilization of a high-temperature capillary column made it possible to
increase the final temperature up to the 380 C necessary for the detection of



198 Gutiérrez, del Río, and Martínez

sterol esters and triglycerides in a 15-m capillary column in a short period of time
(30 min). The good reproducibility of chromatograms of the eucalypt wood
extractives obtained by GC-FID with a 5-m column and by GC-MS with a 15-m
column, can be observed by comparing the chromatograms of Figs. 1 and 2.
Although some triglycerides and sterol esters from eucalypt wood may elute
closely, their differentiation is possible in the 15-m column by their mass spectra.
On the other hand, this has not been a problem for the quantification in GC-FID
when the purpose was categorizing the extractives into chemical classes as in the
case of the quantification of wood extractives degradation after fungal treatment.
However, when a more accurate characterization of some compounds was
required, the extract was fractionated by the simple SPE procedure described in
this chapter.

2. The separation and isolation of neutral and polar lipid classes for subsequent use
or analysis has been the subject of many reports in the literature. The advantages
of SPE include smaller sample and solvent requirements and ease of use com-
pared to conventional solvent extraction techniques. The principles of SPE and
the methods of isolation and fractionation of lipids in biological and food matri-
ces have been extensively reviewed (27,30,33). A basic method for the separa-
tion of individual neutral and polar lipid classes using aminopropyl bonded SPE
cartridges was developed by Kaluzny et al. (28) for the separation of lipids from
bovine adipose tissue. Chen et al. (34) used a SPE method for the fractionation of
wood extractives and described a procedure that involved the use of three differ-
ent SPE cartridges in a multi-step fractionation that resulted in seven fractions.
However, both the GC elution order described and the purity of some of the SPE
fractions obtained is questionable. Using the SPE method outlined in Fig. 2, lipo-
philic wood extractives are also fractionated in aminopropyl-bonded SPE car-
tridges; however, only one cartridge is used per sample and some elution steps
have been eliminated, resulting in only four final fractions. The present method
has been optimized for eucalypt wood extractives (35). The column was loaded
and eluted by gravity. Gravity flow is essential when the full resolving power of
the sorbent is required (30), and it demands little additional equipment. How-
ever, when a major flow-rate is needed, positive displacement or vacuum can be
applied. The recovery rate was approx 95%, and the purity of each isolated frac-
tion was confirmed by GC and GC-MS using the chromatographic methods
described above. In the SPE procedure outlined here, lipids elute from the
aminopropyl column in order of increasing polarity. Polar lipids such as fatty
acids or those having a polar group such as sterols are likely to interact more
strongly with the aminopropyl group on the columns through hydrogen bonding
to the primary amine group (27). On the other hand, it must be reemphasized that
the relative compositions of the solvent mixtures (shown in the methods section)
should not be changed, since the physical environment of the columns may be
altered. This may result in less than optimal separation, recovery, and/or purity
of the fractions obtained (28). For example, we found that when the sample is
taken up in pure chloroform and the column subsequently eluted with
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chloroform:hexane (1:5), as proposed by Chen et al. (34), triglycerides and ste-
rols may coelute in fraction A. This does not occur if the sample is taken up in
pure hexane and subsequently eluted with hexane. However, since the eucalypt
wood extractives were not totally soluble in pure hexane, it was necessary to use
the mixture hexane:chloroform (4:1) described here, in which these samples
were completely soluble. The proportion of chloroform should not be increased,
since higher amounts of the more polar solvent may result in some triglyceride
elution in fraction A. The SPE fractionation method described here has also been
successfully applied to the fractionation of the extracts of pitch deposits occur-
ring during the kraft pulping of eucalypt wood.

3. The results obtained after GC and GC-MS analysis of wood chips treated with a
variety of fungi from several taxonomic groups showed different patterns of deg-
radation of compounds responsible for pitch deposit formation (25,26). Com-
mercial preparations for pitch biocontrol during manufacturing of mechanical
pulps from pine and other softwood are currently available (1). These are based
on the use of the so-called sap-stain fungi (from the group of ascomycetes) being
able to hydrolyze triglycerides and degrade the fatty acids. The four fungi
described here are among the most promising strains for pitch biocontrol in those
cases where more recalcitrant wood extractives (including free and esterified ste-
rols) are at the origin of deposits, as shown in Fig. 3. The experiments described
here were at the laboratory scale, and the wood samples (chips of different sizes)
were inoculated with plugs from fungal cultures (fungal screening experiments
in flasks) or pellets from liquid cultures (SSF bioreactor experiments). Scaling-
up the fungal treatment implies optimization of inocula for large-scale use (con-
sidering supports, stabilizers, and enhancers of fungal growth). After pretreating
wood with these fungi, which belong to the group of basidiomycetes, the abun-
dance of free and esterified sterols strongly decreased. Laboratory pulping of
pretreated wood has shown that the biological removal of sterols from the raw
material results in pulps with reduced amounts of these compounds (36), as well
as in a decrease in the potential toxicity of the process effluents. This is because
natural extractives (which were degraded by chlorine-containing bleaching
reagents but survive peroxide bleaching of pulp) are among the most toxic com-
pounds in effluents from manufacturing chlorine-free paper pulps (8,9). The pulp
yield after biological pretreatment (47–50%) could be further optimized by modi-
fying the duration of the biological pretreatment (which always results in some
loss of wood weight) or by improving the fungal strains used to treat wood (with
the purpose of increasing lipid degradation and decreasing carbohydrate hydroly-
sis). The final selection of the most promising fungal treatment for industrial
control of pitch deposition should be a compromise between the optimum in terms
of extractive removal, the lowest decrease of pulp yield, and the conservation of
those pulp properties of interest for the different types of paper to be produced
(36,37). The ultimate goal is a sustainable production of paper pulp—i.e., a pulp
mill in ecological balance with nature by the use of biotechnological tools enab-
ling a higher closure of circuits, and a better performance of environmentally
sound TCF bleaching processes.
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Propolis
Chemical Micro-Heterogeneity and Bioactivity

José Domingos Fontana, Juliana Adelmann, Mauricio Passos,
Marcelo Maraschin, Cristina A. de Lacerda, and Fernando Mauro Lanças

1. Introduction
Propolis, bee glue or hive dross is a waxy:resinous (30%:50%) sealer and

protector mass prepared by bees from heterogeneous plant material. Essential
oils and pollen are other components. Phenolics such as flavonoids and phenol-
carboxylic acids are strategic components in propolis to render it bioactive
against several pathogenic microorganisms, for instance as a bacteriostatic and/
or bactericidal agent. The flora surrounding the hive (buds, twigs, bark, and,
less importantly, flowers) are the basic source for phenolics, and it exerts an
outstanding influence on the final composition of the propolis (1), and hence
on its physical, chemical, and biological properties, too. Although the wax com-
ponent is a necessary supplement provided by the bee secretory apparatus, far
less is known about the degree of influence of these hard-working insects in
changing all the other natural components collected from nature, including
minor ingredients like essential oils (10%), mainly responsible for the delicate
and pleasant odor. The contribution of the flora to propolis plus the exact wax
content may then explain physical properties such as color, taste, texture, melt-
ing point (see Note 1), and, more importantly from the health standpoint, a lot
of pharmaceutical applications. The main constituents—wax and plant resins—
are responsible for the sticky, nonwettable, and scented aspects of propolis.
Although propolis fractions may be obtained from apolar organosolvents like
hexane till water (2), ethanol (or hydroethanolic mixes from 1:9 to 3:7 for
extracts or balsams; see Note 2) is more often utilized as the effective solubi-
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lizing tool, owing to its more safe chemical nature and the high yields (50–70
g% of dry solids). This is the usual formulation for dermal application in the
case of inflammations and wound infections. Propolis concentrates are also
usually incorporated in toothpastes, shampoos, toilette soaps, creams, tablets,
and chocolates (3). Increased water solubility of several of the bioactive com-
ponents may be achieved by forming a complex of propolis with cyclodextrins
(4). Although propolis has limited nutritional value as compared to royal jelly
and honey, about 1% of its content consists of amino acids, and arginine and
proline account for about half of this amount. The outstanding bioactivity of
propolis comes, in part, from complex phenolics; applications of medical inter-
est include activity against pathogenic bacteria, yeasts, fungi, and viruses (5,6)
(see Table 1 and Note 7). One basic structure is shown in Fig. 1 (pinocembrin
(7), a bacteriostatic flavanone). Its activity may be explained by the extensive
variability experienced by the basic triple phenylpropane nucleus of flavones
(luteolin) and flavonols (kempferol), which may be further reduced to form
flavanones (pinocembrin), open up to form chalcones (olivin), rearranged to
form isoflavones (genistein), progressively oxidized through several single
phenolic groups (quercetin, a pentahydroxyflavonol), methylated (rhamnetin),
prenylated (sericetin, a derivative of the 2'-hydroxylated flavonol galangin), or
even mono- (vitexin) or oligo-(robinin) glycosylated, most often with glucose,
rhamnose, xylose, galactose, arabinose, and glucuronic acid (8). Because bees
possess efficient enzymatic apparatuses, it is worth mentioning their expected
capability to perform complex phenolic modifications, since for some of them
(e.g., kempferol, quercetin) up to 2 or 3 tenths glycoslylated variants are known.
Further, some plants like Petunia may provide a strategic natural chemical
combination of different pharmacologically active compounds such as flavonol
(kempferol) and phenol-carboxylic acid (ferulic acid) interconnected by an
acetylated sugar dissacharide bridge, as in the case of petunoside (9). The
degree of polarization the bees maintain for native simple or complex pheno-
lics of the propolis may play an important role in the desired pharmacological
activity, since the polar substituents improve water solubility, a property usu-
ally desired for drug formulation, blood transport, and distribution to human
tissues (bioavailability). Apitherapy, the medicopharmaceutical use of bee
products, is a historical and well established business in several countries, and
propolis is a particularly rich chapter of it (10).

2. Materials
1. Propolis samples were provided by Latsis (Curitiba-Pr) and Breyer Co. (União

da Vitória, Paraná, Brazil) and kept frozen at –18 C until the laboratory work.
2. Each cold propolis mass (100-g sample) is powdered with a Waring blender at

low speed for 1–2 min and twice extracted with 4–5 vol absolute ethanol and/or
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Table 1
Pharmacological Activities of Propolis

Bioactivity Target/comments Reference

Bacteriostatic Staphylococcus aureus (including MRSa, methycillin- 2,11,12
and resistant strains), growth inhibition, synergistic
bactericidal effects

Bacillus larvae, hive assepsy 13
Streptococcus mutans, anticariogeny and glusoyl- 14–16

transferase inhibition, de novo plaque inhibition
Klebsiella pneumoniae 17
Helicobacter pilori, anti-ulcer 18
Mycobacterium sp. 19

Fungistatic Fungicide effect, pinocembrin 20
and Dermatophytes 21
fungicide Aspergillus sulphureus, ochratoxin A synthesis 22

inhibition

Viriostatic Herpes simplex virus, inhibition by methyl-butenyl- 23
and caffeate
virucide Anti-influenza virus, cinnamic acid esters 24

Rhinovirus infections, flavonoids 25
HIV infection chemotherapy, Newcastle Disease 26,27

virus inhibition

Antitumoral Preferential antitumoricide, artepillin C 28
(in vitro; Melanoma and glioblastoma inhibition 29
cytostatic Selective cytotoxicity, caffeic acid phenethyl ester 30
and cytotoxic) (CAPE)

Colon carcinogenesis prevention, phenyl-ethyl- 31
methyl-caffeate

Ehrlich carcinoma 32
Suppression of type 5 adenovirosis 33

Antioxidant Free radical scavenging 34
Lypoxygenase inhibition, caffeic acid phenethyl 35

ester (CAPE)
Free radical scavenging, flavonoids 36

Wound healing Dermatitis, allyl-caffeic acids 37
and Gastric ulcers healing 38
tissue repair Sunscreen agent 39

Anti-inflammatory effect mechanism 40

(continued)
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with ethanol:water (7:3), followed by centrifugation in a clinical apparatus
(1000g) for 5 min. Obtained yields of total solids in the yellow to brown clear
supernatants are in the range of 55 to 70% (w/w), depending on the propolis
source.

Liver protection, chronic alcoholism 41
Hepatic damage protection, carbon tetrachloride 42

toxicity
Trophic chronic varicoses treatment 43

Anesthesia Local anesthesia 44
Superior to procaine, attributed to conifer flavonoids 45

like pinocembrin and phenol carboxylic acid
derivatives

Immunobenefits Tetanus toxoid, immunoadjuvant 46
HIV-1 replication suppression 47

Cardiovascular Anti-hyperlipidemia, attributed to dihydroflavonoids 48
aids Trypanosomiasis 49

Blood and Giardiasis treatment 50
intestinal
parasites

Respiratory Upper respiratory tract 51
diseases

Mutagenesis Antimutagenic action of propolis 52,53

Table 1 (Continued)

Bioactivity Target/comments Reference

Fig. 1. Pinocembrin, a flavanone derivative of the flavone chrysin.
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3. Methods
3.1. Extraction, Quantitation, and Characterization

3.1.1. Spectrophotometry

The total flavonoids content, a parameter often used to evaluate propolis
quality for the purpose of the preparation of pharmaceutical formulations, either
in crude extracts or in downstream fractions (see Note 3), is measured by direct
spectrophotometry in the visible range (see Note 6) of any apparatus (1-mL
glass or quartz cells), by following the color increase through the addition of
the phenolics complexing reagent, aluminum nitrate. Propolis (e.g., 25 mg total
solids/mL) is diluted 1:10 with ethanol, and samples containing up to 50 mg
total flavonoids (e.g., 200 mL for an estimated 10% content of flavonoids in the
total solids of the original extract) are adjusted to 0.5 mL with ethanol, mixed
with 0.1 mL Al(NO3)3, 0.1 mL of 1 M CH3COOK, and 4.3 mL of 80% ethanol;
the increased yellow color is read at 415 nm (blue zone of the visible spectrum)
against a blank of the solvent mix. Quantification is carried out with a calibra-
tion curve prepared from a stock solution of 1 mg/mL quercetin (flavonol or
pentahydroxyflavone) using samples progressively from 10 to 50 mL (10–50
mg) (Fig. 2).

In the above example the 1:10 diluted sample of propolis (e.g, 150 mL; hence,
375 mg of total solids) led to an absorbance of 0.33 at 415 nm, thus correspond-
ing in the calibration curve of quercitin to 37 mg of flavonoids and, finally,
corresponding to (37/375) ¥ 100 or (37 ¥ 10) ¥ (1000/150) = 2466.7; (2466.7/

Fig. 2. Calibration curve for quercetin in the visible spectrometry using the acetic
Al3+ nitrate reagent and total flavonoid determination in a propolis extract.
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25,000) ¥ 100 = 9.87 g% of total flavonoids in the total solids of the original
propolis extract. It is worth mentioning that, unlike quercitin and kaempferol
(naturally yellow-colored flavonols), chrysin (a light-yellow flavone) and its
hydrogenated derivative pinocembrin (an uncolored flavanone) experience
minor or no color increase with aluminum nitrate, leading to underestimation
of the total flavonoids content.

3.1.2. Thin-Layer Chromatography Coupled to Densitometry

Alternatively, because very often any propolis sample contains more than
one flavonoid component, the undiluted propolis sample can be spotted on a
silica gel 60 chromatoplate (e.g., article 1.05553 from Merck, Germany) along
with application of a known amount of any standard (e.g., pinocembrin, 2 mg).
The plate is run with a mobile phase consisting of hexane:ethyl acetate (3:2 v/v)
and then developed with a spray of the mix anisaldehyde (0.5 mL):methanol
(95 mL):sulfuric acid (5 mL) followed by progressive heating to 100–105 C
for 2–3 min until full color development (e.g., the naturally colorless
pinocembrin turns to yellow and then to deep orange while phenol-carboxylic
acids turn to pink and then violet colors; other lipids most often stain as deep
wine or violet spots). The multicolored plate is then photographed (Fig. 3A)
and the photo used for densitometric records using a Shimadzu CS-9301PC
dual wavelength flying spot scanning spectrophotometer or similar apparatus
for densitometry in the visible range. The light beam is initially focused on the
flavonoid standard spot and a spectrum is obtained to establish the wavelength
of maximum absorption (e.g., 440 nm [blue] in the case of orange-stained fla-
vonoids or 660 nm [red] in the case of other propolis components). Each chro-
matographic lane is then scanned and the absorbances registered as illustrated
in Fig. 3B,C. Using the maximum absorbance obtained for the known amount
of standard in the range of 2–4 mg (e.g., the strong and slower spot at Rf = 0.56
in lane “pc-me/pc” in Fig. 3A and the dashed line for “pc-std” in Fig. 3B; A440

nm = 1.05 at 52 mm of the TLC pathway); calculations of the same component
in any sample is an immediate result. The whole results of Fig. 3A–C) thus
indicated that poplar (Populus sp.) bud as well as its propolis product PP-4 are
enriched in pinocembrin (>10%) whereas propolis PP-2, collected from a
nearby geographic region devoid of poplar trees, has a trace pinocembrin content.

3.1.3. Gas Liquid Chromatography

The profile of “total volatile derivatives” of propolis is obtained through
capillary gas chromatography (cGC). A moisture-free sample (e.g., 1 mg of
whole native propolis or any of its derived fractions) is dissolved in 50 mL of
dry pyridine and 50 mL of BSTFA (bis-trimethylsilyl-trifluoroacetamide) as
per-silylating agent for 30 min at 70 C. Any phenolic, alcoholic, and (undisso-
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Fig. 3. (A) TL chromatogram of propolis (PP-2 and PP-4) and poplar bud (BUD)
samples (fractions from the eluent of silica gel columns with ethyl acetate) and selected
standards of phenol-carboxylic acid (f = ferulic acid and flavonoids [k + q = kempferol
and quercetin; pc = pinocembrin, and pc-me, its 7-methyl ether as the faster migrating
and weaker spot]). The letters w, v, r, o, and y denote the wine, violet, rose, orange, and
yellow colors arising after spraying with acidified p-anisaldehyde and heating. (B and
C) Densitometric profiles of the same samples and lanes from Fig. 3A, except for the
f and k + q standards.
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ciated) carboxyl group hydrogen is thus replaced by a trimethylsylanol group
(–Si–[CH3]3), producing a volatile derivative from the parent compound. A
suitable stationary phase is, for example, a capillary column of 5% phenyl–
95% dimethylsiloxane (e.g., Agilent HP-5; 25 m length, 0.25 mm internal
diameter, 0.50 m of chromatographic film) programmed at 5 C/min from 100 C
to 300 C. One mL injections are enough to obtain the multicomponent profiles
seen in Fig. 4 (see also Note 4). The apparatus will quantify any desired peak
as percentage of the total volatiles eluted, or as mg per volume if compared to a
peak obtained from any standard (the bottom right chromatogram).

3.1.4. Capillary Electrophoresis

Analysis of propolis regarding particular components such as flavonoids
may also be carried out by capillary zone electrophoresis (CZE), specifically
the capillary micellar electrokinetic chromatography (cMEKC) variant. Fla-
vonoid phenolic groups require strong alkalization for complete dissociation to
generate anions; this limitation can be overcome if they are used in the form of
a complex with an anionic detergent like sodium dodecylsulfate (SDS), using a
gentle basic pH with a pH 8.0 buffer (e.g., borate). Flavonoids will then gener-
ate micells of different molecular size and electrophoretic behavior, allowing

Fig. 4. Gas-liquid chromatograms for ethanol extracts of propolis samples PP-4 and
PP-2 or poplar buds, and for the pinocembrin standard. Note: For the detection of the
volatile components, a flame ionization detector (FID) was used.
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their resolution. Inclusion of 10% of methanol in the buffer system may help
dissolve the compounds and medium polarity modification. A typical result
obtained on a Agilent CE3 apparatus is shown in Fig. 5. For phenol-carboxylic
acids CZE, see Note 5.

3.2. Bioactivity Against Pathogenic Bacteria

Antibiosis as bacteriostatic or bactericidal activity is more properly assessed
in liquid media and then expressed as minimum inhibitory concentration
(MIC), a function of the resulting bacterial cell mass turbidity reduction (54),
but this methodology applies to individual bioassays. Conversely, the disk dif-
fusion method in solid phase (agar-based nutrient broth), although limited, for
instance, by the solubility of the compound(s) being assayed, allows for the
detection and the semiquantification of several samples in just one Petri dish
(Fig. 6). For details, see Note 8.

4. Notes
1. Propolis native masses may vary considerably in appearance. Colors may be gray-

ish, greenish, yellowish, brown, and, less often, even reddish; hence, the corre-
sponding colors of the alcohol extracts. Native propolis is usually a hard, brittle
material at 15 C, which turns ductile at 30 C and experiences liquefaction from 60 C.

Fig. 5. Capillary electrophoretograms (MEKC mode) for propolis samples, poplar
bud, and pinocembrin standard. Note: The wavelength used for differential diode array
(DAD) monitoring for phenolics was 275 nm.
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2. Although 70–80% ethanol is the default safe solvent for most of the pharmaceu-
tical liquid, viscous, clean and yellow-to-brown preparations from propolis, the
addition of a higher content of water in these extracts causes the progressive
decrease in solubility of waxes and/or less hydrophylic components, and this
results in preparations with a whitish or milky but stable turbidity. This formula-
tion is more convenient for some applications where higher organosolvent con-
tent is to be avoided (e.g., sprays for sore throat). Starting from 1 g of each native
propolis mass (e.g., the current samples) and 4 vol of extractant (one single
extraction after gentle warming), the total solids yield for each independent
extraction procedure depends on polarity and increases with the ethanol content
in the extractant, as shown in Table 2.

3. If enrichment in flavonoids is desired, an absolute ethanol extract of propolis can
be eluted from silica gel or silicic acid columns. Warm hexane or petrol ether will
wash out most of the hydrocarbons, waxes, and more apolar components. Next
elution with ethyl acetate yields most of the flavonoids family, usually as deep
yellow-colored fractions.

Fig. 6. Antibiogram according to the disk diffusion method in agar-solidified
medium. (1) Staphylococcus aureus, wild-type strain; (2) S. aureus, methycilin-
resistant strain (MRSa). Note: Clindamycin (C), vancomycin (V), gentamycin (G)
disks with respectively 2, 30, and 10 mg each, pinocembrin (p), gallic acid (g),
pinocembrin + gallic acid (p+g) disks with 200 mg amounts of the flavonoid or phenol-
carboxylic acid, and propolis PP-4 ethanol (P4E) or DMSO (P4D) extracts with 2.2 or
2.7 mg of total solids/disk, respectively. Unlabeled disks contained ferulic or chloro-
genic acid (200 mg) or simply pure DMSO as a control for the P4D disk. It is evident
from the above disk antibiogram that bacteriostatic or bactericidal action of pure
pinocembrin (flavanone) would require a higher dose. The absence of inhibition zone
(halo) was also confirmed with its parent compound, the flavone chrysin (200 mg).
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4. In the GC of TMS derivatives of propolis, even when the major peak is recorded
as the maximum of the electrometric signal (full scale), it is not uncommon to
detected 100–200 signals for the secondary and minor components. Considering
the chemical microheterogeneity of propolis, GC is the superior technique for the
wide-spectrum detection of multi-components. One additional advantage of this
technique is its combination with mass spectrometry (GC-MS): any component
is then fully characterized in a single chromatographic run.

5. If CE is the analytical tool, it may encompass the detection and resolution of
phenol-carboxylic acids (e.g., ferulic acid) with no need of a micell-generating
detergent in the electrophoretic buffer. Since these phenolics bear a formal nega-
tive charge at pH 7.0, it is sufficient to use an alkaline buffer (e.g., 25–50 mM
phosphate or borate in the pH 8.0–9.0 range), with the addition of 10–20% of
methanol as cosolvent and polarity modifier.

6. For spectroscopic monitoring of propolis components, the indicated wavelengths
of maximum absorbance for each class of flavonoids in Table 3 may be useful.

7. Allergenic effects are seldom attributed to propolis except for a few mentions in
the literature (55).

8. Each commercial antibiotic (e.g., vancomycin) or antimicrobial heterogeneous
mix (e.g., propolis) is dissolved in the most appropriate volatile solvent (acetone,
ethanol, methanol, or even sterile water) to attain a concentration from 1 to 50
mg/mL. DMSO may substitute for any of these solvents, but in this case, because
of its high boiling point, control disks need to be prepared omitting the antibiosis
agent. Successive 5 mL volumes are then loaded in each 4-mm diameter filter
paper circle or disk prepared from no. 1 or preferably 3 MM chromatographic
paper from Whatman (previously rendered sterile by washing with acetone) under
a sterile air stream for solvent removal until the desired amount of solid(s) for each
disk is reached (e.g., 4 ¥ 5 mL = 20 mL; 20–1000 mg/disk). Mueller-Hinton agar
plates are prepared. A loop of bacterial mass from a slant of a wild type (ATCC,
cat. No. 25923) or a methycilin-resistant (LACEN) strain of Staphylococcus
aureus (MRSa)  is cultivated in the Nutrient Broth liquid medium for about 2 h in

Table 2
Native Propolis Extractability as Function of the Ethanol Concentration
in the Aqueous Extractant

Extractant

Propolis Absolute
sample  H2O 25% EtOH 50% EtOH 75% EtOH* EtOH**

PP-2** 1.3% 1.6% 5.9% 14.0% 25.5%**
PP-4* 0.4% 0.7% 14.8% 47.1%* 41.3%

Note: A single extraction step after 2 min heating at 70 C followed by quick centrifugation at
2000g.
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order to attain a cell density equal to 0.5 on the McFarland scale. This corre-
sponds to a turbidity equivalent to barium sulfate generated by a mixture of 0.05
mL of 1.175% of barium chloride dihydrate with 9.95 mL of 1% sulfuric acid
(54) or to 1.5 ¥ 108 cells/mL. A cotton swab is wetted in the bacterial suspension
and exhaustively but gently spread in the agar plate to obtain a uniform film of
bacterial cells. The previously prepared disks (up to 12) are then each laid on a
14-cm-diameter Petri dish Mueller-Hinton medium surface with the help of a
small pair of pliers, providing the best distribution possible. The plate is then
incubated at 36 C for 24 h. Around any disk containing an antibiosis agent able
to diffuse to the medium as a circle, a clear inhibition zone is generated due to the
contrast with the thick, milky, and less transparent layer where the bacterium
experienced free growth. The larger the diameter of a circular inhibition zone

Table 3
Wavelengths of Absorbance for Flavonoids

Wide ranges Main and
of absorption (secondary)

Flavonoid (nm) for the lmax (nm) for the
class Example Solvent flavonoid class given example

Anthocyanins Cyanidin-3- 0.01% HCl 269–289 523
rutinoside in methanol 310–333 (290)

495–538
Flavones Luteolin Ethanol 248–286 350

332–356 (255, 268)
Flavonols Kaempferol Ethanol 252–268 368

345–379 (268)
Flavanones Naringenin Ethanol 215–233 325

278–290 (290, 224)
312–335

Isoflavones Genistin Ethanol 241–275 262
296–302 (330)
320–335

Chalcones Neoplathymenin 95% 235–266 393
Ethanol 320–385 (268, 320)

Aurones Hispidol 95% 234–272 388
Ethanol 254–355 (234, 254)

388–413
Xanthones Mangiferin 95% 230–245 258

Ethanol 250–265 (242, 316, 364)
305–330
340–400
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(transparent halo), the higher the antibiosis power (e.g., 3 cm for gentamycin in plate
1; Fig. 6).
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Enzymatic Saccharification of Cellulosic Materials

 Luiz Pereira Ramos and José Domingos Fontana

1. Introduction
Lignocellulosic materials are renewable resources that can be directly or

indirectly used for the production of biomolecules and commodity chemicals
(1,2). However, the industrial utilization of these renewable materials has been
compromised by factors such as the close association that exists among the
three main components of the plant cell wall—cellulose (see Note 1), hemicel-
lulose (see Note 2) and lignin (see Note 3)—and the low efficiency by which
lignocellulosic substrates are converted through biological processes such as
enzymatic hydrolysis and fermentation.

Several models have been proposed to explain the internal structure of the
plant cell wall. Owing to the linearity of the cellulose backbone, adjacent chains
form a framework of water-insoluble aggregates of varying length and width
(3), and these aggregates or elementary fibrils consist of both ordered (crystal-
line) and less ordered (amorphous) regions (3,4). The lattice forces that are
responsible for maintaining the crystalline regions are basically the result of an
extensive inter- and intramolecular hydrogen bonding. According to Fengel
and Wegener (4), microfibrils are formed by an association of several elemen-
tary fibrils with an average diameter of 3.5 nm, and the occurrence of fibrillar
structures with wider dimensions appears to be dependent on the origin and
treatment of the sample. Four of these elementary fibrils are then held together
by a monolayer of hemicelluloses, forming thread-like structures 25 nm wide,
which are enclosed in a matrix of hemicellulose and lignin. Therefore, it is the
tight association of these microfibrils that ultimately confers great chemical
and physical stability to the plant cell wall.
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The highly organized, crystalline structure of cellulose, added to a close
interaction with hemicelluloses and lignin, has often been described as an
obstacle to enzymatic hydrolysis (5–7). Indeed, this tight association restricts
the action of microbial hydrolases to the surface of the composite, therefore
eliciting lower substrate accessibilities as compared to other water-soluble
materials such as starch.

The cellulose-degrading enzymes produced by the soft-rot fungi Tricho-
derma reesei, the most widely known cellulolytic microorganism to date, are
composed of three major enzyme components: endoglucanases (EG, EC
3.2.1.4), exocellobiohydrolases (CBH, EC 3.2.1.91), and b-glucosidases (EC
3.2.1.21) (7–8). These enzymes are usually glycosylated, occur in multiple
forms, and have distinct specific activities (see Note 4). In general, the random
action of EGs gradually increases the availability of cellulose chain ends, there-
fore increasing the substrate availability for CBH catalysis. b-glucosidases
would then catalyze the conversion of cellobiose to glucose, thus releasing the
end-product inhibition of both EGs and CBHs (Fig. 1). At least five types of
endoglucanases have been identified in the cellulase system secreted by the
soft-rot fungus T. reesei (9,10). On the other hand, two unrelated
cellobiohydrolases (CBH I and II) have been described in the culture filtrate of
this fungus (11), and these enzymes have been shown to act synergistically
during the enzymatic hydrolysis of cellulosic substrates (12).

Fig. 1. Synergism among cellulases during hydrolysis of cellulosic materials.
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Together with the aforementioned cellulases, most commercial preparations
also contain a great deal of hemicellulase activity that usually accounts for the
hydrolysis of the hemicellulose present within cellulosic materials (5). This
activity arises from hemicellulases themselves (xylanases, mannanases,
esterases) and/or from unespecific b-(1-4)-glycanases such as the endo-
glucanase I (EG I) of T. reesei. By contrast, oxidative enzymes, such as
laccases, phenol oxidases, and peroxidases, are not usually present in these
preparations, and any residual lignin that might be present remains insoluble
after complete saccharification of the substrate (13).

Several workers (14–16) have shown that high levels of b-glucosidase
activity are effective in reducing the inhibitory effects of cellobiose accumula-
tion and consequently influence the efficiency of the overall saccharification
process. Holtzapple et al. (17) showed that both exo- and endoglucanases are
very sensitive to increased concentrations of cellobiose, whereas b-glucosi-
dases are inhibited by high concentrations of glucose. However, the drop of
enzyme activity in the system due to glucose accumulation was negligible when
compared to that of cellobiose. Breuil et al. (18) also studied the influence of
cellobiase activity on hydrolysis of both filter paper (filter paper assay) and
steam-treated aspen. It was suggested that commercial cellulase preparations
such as Celluclast 1.5 L (Novo Nordisk), which lack cellobiase activity for
hydrolysis, should be supplemented with an excess of commercial b-glucosi-
dase preparations such as Novozym 188 (Novo) to ensure minimal accumula-
tion of cellobiose during hydrolysis. Other authors suggested that the
accumulation of soluble sugars in the reaction mixture may also affect the
adsorption profile of specific cellulase components onto the pretreated sub-
strate (19).

During a time course hydrolysis of cellulosic materials (Fig. 2), the gradual
decrease in the hydrolysis rate is due primarily to the end-product inhibition of
the enzymes (5–8). However, this has also been associated with increases in
substrate recalcitrancy during hydrolysis, therefore involving factors such as
lignin accumulation and redistribution, increased cellulose crystallinity, and
reduction of the substrate-available surface area owing to a partial coating of
the residual substrates with irreversibly adsorbed enzymes and/or lignin (6,20).
Therefore, besides enzyme-related factors, changes in substrate composition
during hydrolysis have a direct implication in substrate–enzyme interaction,
upon which effective hydrolysis depends.

The initial fast rate by which cellulose is hydrolyzed has been associated
with the occurrence of more accessible regions at the surface of the substrate
(8). At the fiber level, these more accessible regions are often associated with
cracks and defects that are encountered along the fiber axis. At the molecular
level, they are characterized by a larger pore volume and/or available surface
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area (21), higher availability of chain ends (that is, lower degree of polymer-
ization or higher polydispersity) (22,23) and a lower crystallinity index (amor-
phous cellulose) (24).

Considering all of these factors, it is easy to conclude that enzymes are not
so easy to handle compared to other chemicals such as mineral acids, and care
must be taken to guarantee comparability among any experimental dataset. To
attain good reproducibility in laboratory experiments, one has to have perfect
control over the following parameters: (a) agitation and reaction temperature;
(b) type of buffer and its ionic strength; (c) activity profile of the enzyme cho-
sen; (d) substrate moisture content and its consistency in the reaction mixture;
(e) enzyme loading (or the enzyme:substrate ratio); and (f) the method used for
analysis and calculation of the hydrolysis yields. Measures to ensure reproduc-
ibility of these parameters are shown below.

Fig. 2. Enzymatic hydrolysis of typical steam-treated hardwoods. Hydrolysis was
carried out with a mixture of Celluclast 1.5 L and Novozym 188 (Novo Nordisk) at 2%
(w/v) in 50 mM acetate buffer, pH 4.8, 150 rpm. Open losangles, water-insoluble frac-
tion (35% lignin) plus 4.5 FPU/g cellulose. Closed losangles, water-insoluble fraction
plus 7.4 FPU/g cellulose. Open circles, alkali-insoluble fraction (7% lignin) plus 8.7
FPU/g cellulose. Close circles, alkaline peroxide-treated fraction (0.5% lignin) plus
9.8 FPU/g cellulose.
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2. Materials
2.1. Reagent

Glacial acetic acid, sodium hydroxide, a batch of commercial cellulase, chro-
matographic standards for glucose and cellobiose, sulfuric acid, deionized dis-
tilled water, sodium azide.

2.2. Hydrolysis Buffer

The buffer most widely used for the enzymatic hydrolysis of cellulose is the
acetate buffer, pH 4.8, containing a suitable amount of a preservative such as
sodium azide at 0.02%. For the purpose of this procedure, two buffer concen-
trations are required: 50 and 150 mmol/L. The pH at 4.8 is considered ideal for
fungal cellulases such as those produced by T. reesei and other highly cellu-
lolytic filamentous fungi, but other types of biocatalysts may require slightly
different experimental conditions. In these cases, the citrate buffer is also com-
monly used.

2.3. Substrate Preparation

Successful saccharification of cellulosic substrates usually depends on
whether the substrate has never been dried. There are exceptions to this, par-
ticularly when the substrate is completely delignified and presents a large sur-
face area for enzymes to act upon. In any case, it is always advisable to use
never-dried cellulosic materials for complete hydrolysis to occur. On the other
hand, knowledge of the substrate moisture content is a major requirement for
this experimental procedure because not only must the substrate loading be
done on a dry basis, but also moisture can be a source of error when found in
exceedingly high amounts. High moisture content complicates substrate homo-
geneity and has a negative effect on sampling. Also, too much moisture may
dilute the reaction mixture beyond acceptable limits. For these reasons, the
first step toward hydrolysis is the determination of the substrate moisture con-
tent (and the corresponding dry mass), a measurement that can easily be done
gravimetrically.

2.4. Enzyme Solution

The enzyme solution must be freshly prepared from stock prior to sacchari-
fication. The stock must be always stored at 4 C and brought up from this to
room temperature prior to sampling.

3. Method
Enzymatic hydrolyses of cellulosic materials are usually performed using

commercial cellulase preparations (see Note 5), in some cases supplemented
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with b-glucosidase preparations such as the Aspergillus niger Novozym 188
(Novo Nordisk). Enzyme preparations containing a final activity of 10 to 50
filter paper units (FPU) and 20 to 40 cellobiase units (CBU) per g of cellulose
are usually applied in batch suspensions of the substrate at consistencies rang-
ing from 2 to 5% (w/v) (see Note 6). Even though filter paper is a more repre-
sentative substrate to measure the actual cellulase activity used for hydrolysis
(see Note 7), enzyme loading can also be evaluated in relation to the
endoglucanase activity, using either carboxymethylcellulose (CMC) or
hydroxyethylcellulose (HEC) as model substrates (see Note 8).

Preparation of the enzyme solution from which aliquots are transferred to
the reaction mixture is one of the most critical steps toward good reproducibil-
ity of experimental data. For this purpose, we have established the following
procedure in our laboratory:

1. Choose one complete cellulase preparation such as those produced by Novo
Nordisk (Celluclast 1.5 L), Yakult Honsha (Onozuka), Meiji Seika Kaisha
(Meicelase), Iogen, Genencor International (Multifect) and Röhm Enzyme Fin-
land Oy (formerly Primalco Ltd. Biotec) (see Note 5).

2. Check for the availability of information on enzyme properties such as protein
content and the activity level towards Whatman no. 1 filter paper, cellobiose,
and, if required, CMC and/or HEC. If these are not available, they will have to be
determined according to the I.U.P.A.C. recommendations described by Ghose (25).

3. Based on the enzyme properties cited previously, calculate the amount of enzyme
required to generate 100 mL of an enzyme solution containing 4 FPU/mL (for a
delignified material, this is the enzyme loading required to generate, under the
experimental conditions described in this procedure, a final activity of 50 FPU/g
of substrate).

4. Using a 100-mL volumetric flask, weigh the corresponding amount of enzyme
that provides the desired activity (see Note 9). Before sampling, the enzyme
preparation must be brought up to room temperature and gently homogenized to
avoid errors in the volume and activity taken from the stock.

5. Complete the volumetric flask up to the 100 mL volumetric label with hydrolysis
buffer and close the flask with an appropriate lid (e.g., a rubber stopper). Before
transferring the enzyme solution to the reaction mixture, the solution must be
homogenized without foaming, and conditioned at the temperature chosen to
carry out the hydrolysis experiment.

6. The enzyme solution must always be prepared in excess to allow for the determi-
nation of its protein content and activity profile against filter paper, cellobiose,
and CMC or HEC, if required (see Note 10). In principle, storage of the dilute
biocatalyst must be avoided, but, if this is unavoidable, refrigeration at 4 C is
highly recommended.
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Complete saccharification of delignified cellulosic materials can be achieved
according to the following experimental procedure:

1. For a substrate consistency of 2% (m/v) (see Note 6), weigh three batches of
substrate containing 2 g in relation to its dry mass (see Note 11) and place them
separately into 250 mL flat-bottomed flasks.

2. Add 25 mL of 150 mM acetate buffer, pH 4.8, to the flat-bottomed flasks and
bring the total reaction volume to 75 mL by adding distilled water; the substrate
moisture content must be taken into account to ensure that the final concentration
of the hydrolysis buffer is 50 mM (see Note 12).

3. Close the flat-bottomed flasks with rubber stoppers to avoid moisture loss while
the suspensions are conditioned in a shake incubator preset at 40 C and 145 rpm
(see Note 13).

4. Prepare a flask containing 75 mL of 50 mM acetate buffer, pH 4.8, to serve as an
enzyme blank.

5. Condition, at 40 C, 100 mL of an enzyme solution containing 4 FPU/mL in 50
mM acetate buffer, pH 4.8; activity against filter paper and cellobiose must be
measured in this enzyme solution to ensure control of the actual enzyme loading
(a fixed enzyme:cellulose ratio is desirable among hydrolyses of different cellu-
losic materials) (see Note 14).

6. Transfer precisely 25 mL of the enzyme solution to two of the three flat-bottomed
flasks described above; to the third, add 25 mL of 50 mM acetate buffer, pH 4.8,
to serve as the substrate blank.

7. Immediately after the enzyme loading, allow complete homogenization of the
reaction mixture and collect 1–2 mL of the reaction supernatant in a test tube
(this aliquot must correspond as much as possible to the time zero of the enzy-
matic saccharification) (see Note 15); equivalent aliquots must also be withdrawn
from both enzyme and substrate reaction controls.

8. Choose a minimum of six points along the hydrolysis time course. For example,
aliquots can be withdrawn at 6, 12, 24, 48, and 72 h of incubation (see Note 16).
After collecting an aliquot, the test tube must be covered with a marble and imme-
diately transferred to a boiling water bath to stop the reaction by enzyme denatur-
ation (5 min is usually enough for that).

9. Remove the test tubes from the boiling water bath and let them cool down to
room temperature. The aliquot must then be transferred to Eppendorf tubes and
centrifuged at 10,000 rpm for 2 min.

10. Dilute each reaction aliquot to a sugar concentration intermediate to the range of
the method used for analysis. If the analysis is carried out by liquid chromatogra-
phy, dilution to 1 to 2 mg/mL is usually adequate when the method of detection is
differential refractometry (see Note 17). However, higher dilution rates will be
required if analysis is to be based on a typical method for the determination of
reducing sugars, such as the dinitrosalicylic acid (DNS) or the Nelson-Somogyi
methods (26) (see Note 18).

11. Calculate the hydrolysis yield in relation to either the dry mass or cellulose con-
tent of the substrate (see Note 19).
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4. Notes
1. Hemicelluloses represent a family of heteropolysaccharides present in all plant

materials, whose chemical nature varies from tissue to tissue and from species to
species. These polysaccharides are formed by a wide variety of building blocks,
including pentoses (e.g., xylose, rhamnose, and arabinose), hexoses (e.g., glu-
cose, mannose, and galactose) and uronic acids (e.g., 4-O-methyl-glucuronic and
galacturonic acids) (4). Some hemicelluloses, particularly heteroxylans, also
show a substantial degree of acetylation. Despite the complexity of these
heteropolysaccharides, their structure seems to be generally rod-shaped with
branches and side chains folded back to the main chain by means of hydrogen
bonding. This rod-like structure facilitates their interaction with cellulose micro-
fibrils, resulting in a tight association that gives greater stability to the aggregate.

2. In plants, the hemicelluloses are generally combined with lignin. Lignin is a phe-
nolic macromolecule that is primarily formed by the free-radical polymerization
of p-hydroxy cinnamyl alcohol units with varying methoxyl contents (4,27). The
chemical structure of lignin is very complicated and is based on three monomeric
precursors: coniferyl alcohol, sinapyl alcohol, and p-coumaryl alcohol. The pro-
portions of these monomers vary among species, and this ratio has been used for
taxonomic purposes. Depending on the degree of methoxylation, the aromatic
group is either guaiacyl (derived from coniferyl alcohol) or syringyl (derived
from sinapyl alcohol). The former has only one methoxyl group adjacent to the
phenolic hydroxyl group, whereas the latter has two. The most important physi-
cal property of this organic macromolecule is its rigidity, which not only gives
strength to the plant tissue but also prevents the collapse of the water-conducting
elements.

3. Cellulose is a linear homopolysaccharide that consists of glucose (D-glucopyra-
nose) units linked together by b-(1-4) glycosidic bonds (b-D-glucan). This
polysaccharide is widespread in nature, occurring in both primitive and highly
evolved plants. The size of the cellulose molecule is normally given in terms of
its degree of polymerization (DP), i.e., the number of anhydroglucose units
present in a single molecule. However, the conformational analysis of cellulose
has indicated that cellobiose (4-O-b-D-glucopyranosyl-b-D-glucopyranose),
rather than glucose, is its basic structural unit (4).

4. The mode of action of microbial cellulases has been elucidated primarily by
investigating the properties of purified enzyme components acting on substrates
ranging from soluble chromophores (28) to bacterial (29) and microcrystalline
cellulose (19). However, the isolation of single components is difficult to achieve
even through long and tedious purification procedures, and small contaminants,
such as traces of endoglucanase activity in purified CBH II preparations (30), are
likely to remain. This problem has been gradually overcome by genetic engineer-
ing, as many of these enzymes have been successfully cloned and are now being
made available for research purposes (31). In this way, enzymes are finding their
way to rather useful industrial applications, including biopolishing of textile
fibers (32) and fiber modification in pulp and paper manufacturing (33–35).
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5. There is a great variety of cellulase preparations available in the literature for
bioconversion of lignocellulosics, but each of them has been produced for spe-
cific applications such as biopolishing of textiles, saccharification of cellulosics,
dewatering of industrial fibers, biobleaching, deinking of printed office paper,
and fiber modification for better fiber properties. Those that are capable of com-
pletely hydrolyzing cellulose are known as complete systems, that is, enzymes in
which all of the key components of the cellulase system are found in optimum
ratio. Enzymes for other applications have usually gone through some degree of
modification in order to enhance the desired effect on cellulose fibers, be them
from pulp, paper, or textiles.

6. Substrate consistencies ranging from 2% to 5% (m/v) are recommended. Higher
consistencies of 10% are seldomly used in lab-scale experiments because, at this
level, there is very little motion inside the flat-bottomed flask and less efficient
mass transfer during hydrolysis.

7. The I.U.P.A.C. Commission recommends filter paper as the ideal substrate for
the determination of cellulase activity in enzyme preparations. However, the
method described by Ghose (25) in Pure and Applied Chemistry has been the
subject of many modifications, and these are usually oriented to solving prob-
lems such as: (a) the required normalization of the amount of filter paper used to
determine the enzyme activity (e.g., the use of paper strips with 70± 0.5 mg in
the FPU assay); (b) the avoidance of vortex mixing of the reaction mixture after
addition of the filter-paper strip; (c) the replacement of methods for reducing
sugar determination by high-performance liquid chromatography to avoid inter-
ference of other reducing chemicals that may be present in the substrate hydro-
lysate (36); and (d) the establishment of equivalent b-glucosidase loadings on
cellulase assays if one is to avoid distinct levels of end-product inhibition (14–16).

8. The endoglucanase activity of cellulase preparations is generally determined
against two model substrates—CMC and HEC. The former is the classic sub-
strate for determining endoglucanase activity, whereas the latter offers several
advantages for conducting the activity assay because HEC solutions have lower
viscosity than equivalent CMC solutions and the assay is carried out for shorter
incubation times of 10 min (25). Using the HEC substrate has the following ben-
efits: (a) the assay is faster and easier to handle; (b) owing to the lower viscosity
of the HEC solution, an increased substrate availability is attained together with
a better mass transfer during the assay; and (c) shorter residence times provide
activity measurements at the initial rate of hydrolysis, avoiding undesired effects
such as end-product inhibition. However, care must be taken when one attempts
to compare CMCase with HECase activity because the assays are carried out
under different conditions and the activities are expressed in different units (IU/mL
for CMCase and nkat/mL for HECase activities).

9. Enzymes can be obtained either as a freeze-dried powder or as dark solutions
containing a great deal of stabilizers to increase shelf life and avoid contamina-
tion. While the former is easier to weigh, the latter requires a flask to which the
enzyme stock is transferred with the aid of a Pasteur pipet. Therefore, even liquid
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cellulase preparations must be weighed prior to dilution because this allows for a
better reproducibility in the overall experimental procedure.

10. No matter how accurately the calculations are made, activity assays must always
be carried out before the experiments and directly on the enzyme solution used
for hydrolysis. Enzyme loadings based on protein should be avoided when the
stock corresponds to a liquid preparation or crude extract. By contrast, pure (or
purified) enzymes can be loaded into the reaction mixture based on protein con-
tent because, in these preparations, there is little to interfere with the methods
used for protein determination (e.g., Lowry, Bradford, and Biuret methods).

11. If the substrate contains a significant amount of non-cellulosic components such
as lignin, substrate loadings can also be expressed in relation to cellulose content.
However, this strategy has the disadvantage of leading to distinct substrate con-
sistencies per reaction mixture when hydrolysis is performed against substrates
with variable amounts of lignin. As a result, uneven rates of mass transfer would
occur during hydrolysis, causing the enzymes to be unevenly distributed within
substrates and compromising the comparability among the hydrolysis experiments.

12. When setting up the hydrolysis experiment, the substrate moisture content must
be taken into account to avoid dilution of the reaction mixture, reduction in the
buffer ion strength, and a probable underestimation of reaction yields. For
example, if a substrate with a moisture content of 70% is to be hydrolyzed, 2 g in
relation to dry mass will correspond to 6.7 g of wet fibers, meaning that 4.7 g of
moisture is also added to the system. Hence, only 45.3 mL of water would have
to be used to complete the 75 mL described in the experimental procedure.

13. Agitation, preferably orbital, must be maintained constant and at a level not high
enough to produce enzyme inactivation due to shearing (literature recommends
145–150 rpm). Temperature control must also be very strict at 40 or 45 C (the
lower temperature range seems to impair lower enzyme deactivation in long-
term hydrolysis experiments).

14. It is highly recommended that the amount of both filter paper and cellobiase
activities used for hydrolysis always be calculated in relation to the cellulose
content of the substrate (Fig. 2). Cellulose is the natural substrate for the enzymes,
and enzyme loadings based on dry mass may lead to a misinterpretation of sub-
strate accessibility because the enzyme-substrate ratios are bound to be unequal,
leading to distinct combined effects of end-product inhibition and available sur-
face area. On the other hand, when the substrate contains an appreciable amount
of hemicelluloses, the total amount of carbohydrates works as a better reference
for enzyme loading because commercial cellulases usually present high
hemicellulase activity.

15. When the reaction kinetics is under evaluation, the aliquot volume retrieved from
the reaction mixture must not influence the hydrolysis yield by gradually gener-
ating a concentration factor that will elicit higher substrate consistencies, overes-
timated carbohydrate analysis, and higher levels of glucose and/or cellobiose
inhibition.

16. Depending on the substrate and experimental conditions, one hydrolysis run may
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last as long as 96 h for the complete saccharification of cellulose and, even so,
not all pretreated materials are amenable to complete hydrolysis under this time
frame (Fig. 2).

17. Several cellulosic materials contain a considerable proportion of hemicellulose,
and this observation stresses the suitability of chromatographic methods to evalu-
ate sugar release upon hydrolysis. Methods for the determination of reducing
sugars cannot differentiate between glucose and hemicellulose sugars, and varia-
tions in the calibration curve for pentoses and hexoses may introduce further
distortions to the calculated yields. The most widely used HPLC procedure for
the determination of sugars in reaction hydrolysates utilizes ion-exchange col-
umns such as the Aminex HPX-87H (Bio-Rad) (Fig. 3). Analysis in this column
does not require any special sample preparation other than dilution to an accept-
able concentration range and filtration through a 0.45-mm filter to avoid damage
to the pipe lines, piston seals, and column-packing materials. The HPLC proce-
dure includes conditioning of the Aminex HPX-87H column at 65 C and elution
of the HPLC system with 10 mM H2SO4 at a 0.6 mL/min flow rate. Detection is
usually performed by differential refractometry.

Fig. 3. HPLC analysis in Aminex HPX-87H (Bio-Rad) of a substrate hydroly-
sate after dilution with HPLC-grade water (1:10, v/v). Hydrolysis was carried out for
72 h at 2% (w/v) in 50 mM acetate buffer, pH 4.8, 150 rpm, using a mixture of
Celluclast 1.5 L and Novozym 188 (Novo Nordisk) containing a final activity of 15
FPU/g cellulose.
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18. The DNS method is less sensitive and definitely more expensive than the Nelson-
Somogyi method, but it is easier to perform and usually not as susceptible to the
interference of other reducing compounds inevitably present in the reaction super-
natant. Several authors have shown that pretreated materials derived from
softwoods (37,38) and hardwoods (36,39,40) contain varying amounts of non-
carbohydrate components that are inhibitory to cellulases and may interfere with
methods such as DNS and Nelson-Somogyi.

19. Consider a delignified substrate containing 85% of cellulose and 15% of polyoses
(heteroxylan) as an example: if a 1:10 dilution of a 24 h hydrolysis aliquot yields
1.35, 0.21, and 0.09 mg/mL of glucose, xylose, and arabinose (as determined by
HPLC), 71.5% of the substrate cellulose content (2 g ¥ 0.85 = 1.7 g of cellulose,
which, by hydrolysis, gives 1.89 g of glucose; in 100 mL, this corresponds to
18.89 mg/mL for a total of 13.5 mg/mL measured by HPLC) and 88.2% of the
substrate hemicellulose content (2 g ¥ 0.15 = 0.3 g of hemicellulose, which, by
hydrolysis, gives 0.34 g of pentoses; in 100 mL, this corresponds to 3.4 mg/mL
for a total of 3.0 mg/mL measured by HPLC) would have been hydrolyzed based
on the substrate theoretical yields. On the other hand, if sugar release is measured
by methods such as DNS, the final hydrolysis yield would have accounted for all
of the carbohydrates present in the reaction supernatant as reducing sugars, but it
would not be possible to determine how much each of cellulose or hemicellulose
was hydrolyzed.
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Molecular Identification of Microbial Populations
in Petroleum-Contaminated Groundwater

Kazuya Watanabe, Natsuko Hamamura, and Nobuo Kaku

1. Introduction
In microbiology, morphological observation does not generally provide

valuable information for species identification. Identification of microorgan-
isms has therefore relied on physiological characterization, although this
method is available only after they are isolated and cultivated in the laboratory.
Because over 99% of microorganisms in the natural environment cannot be
cultivated by standard techniques, alternative methods are necessary for the
detection and identification of a large fraction of natural microbial popula-
tions. This is of particular relevance to microorganisms in the anaerobic eco-
system, as each of them requires a specific culture condition according to its
specialized ecological niche. In addition, cultivation of anaerobes is generally
laborious and time consuming. Culture-independent molecular phylogenetic
approaches developed in the last two decades have enabled the detection and
identification of such natural microbial populations.

In molecular phylogenetic approaches, natural microbial populations are
identified by using nucleotide sequences retrieved from the environment with-
out cultivation. Database search with the environmental sequences allows the
determination of phylogenetic positions of the organisms present at the study
site. Genes coding for small subunit rRNA (ssu rDNA; 16S rDNA for Bacteria
and Archaea) have most frequently been used for this purpose, because numer-
ous sequences (over 5000 sequences) stored in the databases (e.g., GenBank)
enable reliable phylogenetic identification. One of the typical molecular
approaches includes the following procedures: (1) DNA extraction from an
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environmental sample, (2) PCR amplification of certain gene fragments, (3)
cloning of PCR-amplified fragments into Escherichia coli cells, (4) sequenc-
ing of the cloned fragments, and (5) database search and phylogenetic analysis
with the determined sequences. Other approaches may include denaturing gra-
dient gel electrophoresis (1) or restriction fragment-length polymorphism (2).
Among them, the design of steps 1 and 2 should be particularly careful, because
these steps may largely affect species of microorganisms to be detected by the
molecular approach (3). These two steps should be optimized for each environ-
mental sample, while commonly applicable procedures are available for the
subsequent steps.

For the design of step 1, attention should be paid to (a) avoid selective disrup-
tion of certain microbial cells, (b) prevent released DNA from fragmentation,
and (c) minimize co-extraction of substances inhibitory to PCR amplification,
e.g., humics. In some cases, sufficient amounts of cells need to be collected by
filtration and/or centrifugation before the extraction of DNA. We recommend
a combination of physical, chemical, and enzymatic treatments as described in
Subheading 2. In step 2, PCR primers should be carefully selected. In order to
detect diverse microorganisms, universal primers targeting ssu rDNA have
been used (Table 1), which were designed from nucleotide sequences con-
served among most of the organisms that had been isolated and cultivated.
Domain-specific (Bacteria, Archaea and Eukarya) primers are also available
(Table 1). However, we should realize that none of these primers is perfect;
rDNA fragments of some groups of organism are not amenable to PCR ampli-
fication owing to the presence of specific nucleotide substitutions in the primer
regions (primer mismatches), even when we use universal primers. In this
regard, we recommend using multiple primer sets for one sample, which
enables the evaluation of possible biases caused by primer-specific amplifica-
tion of preferential groups of rDNA.

In this chapter, we describe a method that has proven useful for molecular
identification of microbial populations in oil-contaminated groundwater. Our
study has been investigating groundwater obtained from underground crude-
oil storage cavities (situated at Kuji in Iwate, Japan), whose characteristics
have been described elsewhere (4). The method we describe here is a modified
version of the previous method. Special emphases are placed on steps 1 and 2,
and readers are referred to previous articles (4,5) for the subsequent steps.

2. Materials
2.1. DNA Extraction

1. 0.22-mm Membrane filter (e.g., type GV; Millipore) (see Note 1).
2. 15-mL Screw-capped polypropylene tube.
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Table 1
Primers Used for Amplification of 16S rDNA Fragments

Primera Positionb Sequence (5' to 3')c Specificity Reference

8F 8–27 AGAGTTTGATYMTGGCTCAG Bacteria 6
25F 25–42 CYGGTTGATCCTGCCRG Archaea 7
A109F 109–125 ACKGCTCAGTAACACGT Archaea 8
0112aR 112–128 CCACGTGTTACTSAGC Archaea 9
0348aF 333–348 TCCAGGCCCTACGGG Archaea 9
I-341F 341–356 CCTACGGGIGGCIGCA Bacteria 10
341F 341–357 CCTACGGGAGGCAGCAG Bacteria 1
Uni515F 515–533 GTGYCAGCMGCCGCGTAA Universal 11
I-533R 515–533 TIACCGIIICTICTGGCAC Bacteria 10
0517R 517–531 ACCGCGGCKGCTGGC Universal 9
534R 518–534 ATTACCGCGGCTGCTGG Bacteria 1
0690aR 704–690 TTACAGGATTTCACT Archaea 9
907R 907–926 CCGTCAATTCMTTTRAGTTT Universal 12
Ar915R 915–934 GTGCTCCCCCGCCAATTCCT Archaea 13
Ar958R 958–976 YCCGGCGTTGAMTCCAATT Archaea 14
968F 968–984 AACGCGAAGAACCTTAC Bacteria 15
1068F 1053–1068 GCATGGCYGYCGTCAG Bacteria, 9

Archaea
1100AR 1100–1115 TGGGTCTCGCTCGTTG Archaea 16
1114F 1099–1114 GCAACGAGCGCAACCC Bacteria, 9

Archaea
1401R 1385–1401 CGGTGTGTACAAGACCC Bacteria 15
Uni1408R 1390–1408 TGACGGGCGGTGTGTRCAA Universal 11
1391R 1391–1407 GACGGGCGGTGTGTRCA Universal 17
1406F 1391–1406 TGYACACACCGCCCGT Bacteria, 9

Archaea
Univ1392R1392–1406 ACGGGCGGTGTGTRC Universal 18
1492R 1492–1510 GGTTACCTTGTTACGACTT Universal 12
1525R 1525–1541 AAGGAGGTGATCCAGCC Bacteria, 9

Archaea
1538F 1524–1538 CGGTTGGATCACCTC Archaea 9
1546R 1529–1546 CAKAAAGGAGGTGATCC Bacteria 6

a F, forward primer; R, reverse primer.
b Corresponding to the numbering in the sequence of the 16R rRNA gene of Escherichia coli.
c I, inosine.

3. 1.5-mL Microcentrifuge tube.
4. Cell suspension buffer: 10 mM Tris-HCl, pH 8.0, 1 mM EDTA, 0.35 M sucrose.
5. Proteinase K: 100 mg dissolved per mL of TE.
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6. Lysis solution: 100 mM Tris-HCl, pH 8.0, 0.3 M NaCl, 20 mM EDTA, 2% (w/v)
sodium dodecyl sulphate.

7. Ice-cold absolute ethanol.
8. 70% Ethanol.
9. Phenol/chloroform solution: Mix an equal volume of Tris buffer (0.1 M Tris-

HCl, pH 8.0) saturated phenol and chloroform/isoamyl-alcohol solution (24:1).
Add 0.1% (w/v) 8-hydroxyquinoline, and store in a light-tight bottle at 4 C.

10. RNase A: 10 mg/mL of glycerol solution.
11. TE buffer: 10 mM Tris-HCl, pH 8.0, 1 mM EDTA.

2.2. PCR Amplification of ssu rDNA

1. Taq DNA polymerase (Amplitaq Gold, Applied Biosystems).
2. 10X buffer: 150 mM Tris-HCl, pH 8.0, 500 mM KCl.
3. 25 mM MgCl2 solution.
4. Deoxynucleotide triphosphate (dNTP) mixture. 2 mM each dNTP (dATP, dCTP,

dGTP, and dTTP) dissolved in water and pH adjusted with NaOH to 7.0.
5. PCR primers: Dissolve in TE buffer at 25 mM. Some of the PCR primers widely

used to amplify 16S rDNA fragments are listed in Table 1.
6. Template DNA.
7. 1.5% (w/v) Agarose gel. Dissolve DNA-grade agarose in TBE buffer (10.8 g

Trizma® base, 5.5 g of boric acid and 4 mL of 0.5 M EDTA at pH 8.0, per liter) by
using microwave oven. After cooling down to 50 C, the agarose solution is pored
into a gel-casting tray.

8. DNA size marker: We have routinely been using the 50- to 2500-bp DNA size
marker (Takara). This marker contains 50-, 100-, 200-, 300-, 400-, 500-, 525-,
700-, 1000-, 1250-, 1500-, 2000-, and 2500-bp DNA fragments.

9. Electrophoresis buffer (TBE buffer).
10. 10X Loading buffer: 50% glycerol, 0.25% bromophenol blue, 0.25% xylene

cyanol FF.
11. Ethidium bromide solution (10 mg per mL) (see Note 2).

3. Methods

3.1. DNA Extraction

1. Collect microorganisms in 2 L of groundwater on a 0.22-mm membrane by
vacuum filtration (see Note 3).

2. Place the membrane filter in a 15-mL tube and add 1.0 mL of the cell suspension
buffer; suspend the cells in the buffer by pipeting, vortexing, and scraping with a
spatula (see Note 4).

3. Add 100 mL of proteinase K solution, and incubate at 37 C for 1 h (see Note 5).
4. Add 1.5 mL of lysing solution, and subject the solution to vortexing (see Note 6).
5. Incubate the tube at 70 C for 30 min with occasional shaking.
6. Subject the solution to three cycles of freezing at –20 C and thawing at 70 C.
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7. Remove the membrane filter.
8. Add 2.5 mL of phenol/chloroform and mix by vortex.
9. Centrifuge the mixture at 12,000g for 5 min.

10. Transfer the aqueous phase to a new 15-mL tube, and repeat the phenol/chloro-
form extraction as in steps 8 and 9.

11. Transfer the top aqueous phase to a new tube, add 2 vol of cold ethanol, and
incubate at –20 C for at least 2 h.

12. Centrifuge the tube at 12,000g for 10 min at 4 C.
13. Discard the supernatant, wash the pellet (may not be visible) with 1 mL of 70%

ethanol, and centrifuge at 12,000g for 5 min.
14. Dissolve the pellet in 100 mL of TE buffer and add 1 mL of RNase A (10 mg per

mL), followed by incubation at 37 C for 1 h.
15. Add 2 volumes of absolute ethanol and incubate the solution at –20 C for 1 h.
16. Centrifuge at 12,000g for 10 min.
17. Discard the supernatant and wash the pellet with 70% ethanol.
18. Dissolve DNA in 100 mL of TE buffer.
19. Quantify the extracted DNA by measuring the UV absorption spectrum (see Note 7).

3.2. PCR Amplification

1. Mix the reagents at appropriate proportions in a PCR tube (see Note 8). A typical
mixture (50 mL) contains 1.25 U Taq DNA polymerase, 15 mM Tris-HCl, pH
8.0, 50 mM KCl, 1.5 mM MgCl2, each dNTP at a concentration of 200 mM, 10–50
pmol of each primer, and 1–100 ng of template DNA (see Notes 9–11). Also
prepare a mixture without the template DNA to check nonspecific amplification
from contaminating DNA.

2. Put the PCR tubes in a thermal cycler, set the thermal cycle program, and start the
amplification (see Note 12). A typical thermal cycle for the Amplitaq Gold poly-
merase is as follows: 10-min activation of the polymerase at 94 C, followed by
25–40 cycles consisting of 1 min of denaturation at 94 C, 1-min annealing at a
temperature optimized for each primer set, 2-min polymerization at 72 C, and
finally one cycle of 10-min extension at 72 C (see Note 13).

3. Check the amplification by electrophoresis. We use a 1.5% agarose gel in TBE
buffer for 200- to 1500-bp DNA fragments.

4. After the electrophoresis, stain the gel in ethidium bromide solution for 30 min.
To remove unbound ethidium bromide in the gel, soak the gel briefly in water
(approx 10 min). Visualize DNA fragments in the gel by using an UV transillu-
minator.

4. Notes
1. When a water sample is turbid, the use of membranes with larger pore sizes is

recommended to remove larger particles.
2. Use gloves and handle with care; ethidium bromide is mutagenic.
3. Filtration should be performed soon after sampling. After filtration, the mem-

branes should be stored in freezer.
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4. Careful suspension of cells is essential to increase the yield of extracted DNA.
5. We do not use lysozyme in this procedure, because the effect of this enzyme is

selective for a certain group of microorganisms (e.g., Gram-negative bacteria).
6. Alternatively, cells can be disrupted by bead beating (5). A bead-beating treat-

ment has been considered to be more disruptive than a freezing/thawing treat-
ment, although, in our experience, the DNA recovery by the freezing and thawing
treatment was better when DNA was extracted from a small quantity of cells.

7. By using the procedure mentioned here, we have yielded 5–20 mg of DNA from
2 L of groundwater containing 2 to 6 ¥ 106 microbial cells per mL. For PCR
amplification of 16S rDNA, we have added 0.5 mL of this DNA preparation (100
mL) to a PCR mixture (dilute if necessary).

8. PCR facilitates amplification of DNA fragments from only several copies to elec-
trophoresis-detectable quantities, which may result in recovery of contaminating
DNA fragments. To avoid (or minimize) contamination, the authors conduct this
step in a clean lab. Bake all glasswares, autoclave all plasticwares, and pass all
reagents through 0.22-mm membranes.

9. The magnesium concentration required for optimal PCR amplification is depen-
dent on the specific set of primers and template DNA. When the PCR is ineffi-
cient, examine PCR at different MgCl2 concentrations (the typical concentration
ranges between 1.0 mM and 4.0 mM).

10. Excess amounts of primer and template DNA result in the increase of nonspecific
amplification and smearing of the electrophoretic pattern.

11. Inefficient amplification caused by contamination with inhibitory substances
(e.g., humics) may be circumvented by supplementing the PCR mixture with
bovine serum albumin at a final concentration of 0.001–0.005% (w/v).

12. If the thermal cycler is not equipped with a heating lid, overlay the reaction mix-
ture with mineral oil (10 mL). After the PCR, remove the oil from the sample by
extraction with a phenol/chloroform/isoamyl alcohol solution (see Subheading
2.1.9.) and chloroform.

13. We generally set the annealing temperature 1–5 C lower than the theoretical
melting temperature (Tm); it should be optimized empirically. For calculation of
a theoretical Tm, we have been using a method of Breslauer et al. (19).

14. Amplification bias may occur owing to primer mismatches or to variations in the
secondary structure or in the GC content of 16S rDNA fragments. To reduce
amplification bias, the cycle number should be as small as possible.
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1. Introduction
Copper is an essential trace element required as an enzyme cofactor, and it

is involved in diverse biological processes, including respiration, destruction
of free radicals, and iron homeostasis (1). It is also used in industrial applica-
tions such as production of steel and other alloys, galvanization of iron, elec-
troplating, and manufacture of batteries, TV tubes, and pigments. However,
mining and leaching from natural deposits contribute to environmental con-
tamination (2).

This kind of pollution posses a great risk to the survival of natural microor-
ganism populations in soil and sediments where industries discharge their
effluents. Exposure to this metal leads microorganisms to develop resistance
mechanisms such as reduced influx, facilitated efflux, sequestration, and modi-
fication of copper, among others (3).

Investigation assays are performed in many unrelated microorganisms, such
as Synechococcus (4), Saccharomyces cerevisiae (5), Candida albicans (3),
Enterococcus hirae (6), Helicobacter spp. (7), Escherichia coli (8), Pseudomo-
nas spp. (9), Methanobacterium bryantii (10), Vibrio alginolyticus (11), Sal-
monella typhimurium (12), Xanthomonas campestris (13), Alcaligenes
eutrophus (14), and Gram positives such as actinomycetes (15).

Trajanovska et al. (2) investigated the nature of the genetic systems encod-
ing copper resistance, using primers constructed on the base of the nucleotide
sequence of the plasmid-borne copper resistant (pco) determinant, which is
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carried by the plasmid pRJ1004, as a growth promoter (16). Nevertheless, DNA
isolation and purification of both genomic and plasmid DNA is the crucial step
for the successful development of this molecular method. Among the protocols
used in the isolation of genomic and plasmid DNA in Streptomyces strains, the
Kirby mix, the lysozyme treatment, salting out, and CTAB procedures are used
for Streptomyces genomic DNA isolation (17). For Streptomyces plasmid iso-
lation, an adaptation of the alkaline lysis procedure is most commonly used.
The hot alkaline lyses–acid phenol method produces CCC Streptomyces and E.
coli plasmids that become suitable for restriction digests (17).

The aim of this chapter is to describe a genomic DNA isolation technique
for different actinomycete strains and a PCR amplification assay using pcoA
and pcoR primers, useful for identification of copper-resistant actinomycetes
genes.

2. Materials
2.1. DNA Isolation, Purification, and Visualization (see Note 1)

1. 50 mg (wet weight) of mycelium (see Note 2).
2. Lysozyme solution: 8 mg/mL lysozyme and 50 mg/mL RNAase in 0.3 M sucrose,

25 mM Tris, pH 8.0, 25 mM EDTA (pH 8.0) (see Note 3).
3. 2% SDS (w/v).
4. 3 M Sodium acetate, pH 4.8.
5. Phenol-chloroform-isoamyl alcohol (25:24:1) (18).
6. Chloroform–isoamyl alcohol 24:1 (v/v).
7. Isopropanol and 70% ethanol.
8. 1X TAE buffer: 0.04 M Tris-acetate, 0.001 M EDTA, pH 8.0 (18).
9. 0.8% Agarose in 1X TAE buffer.

10. Ethidium bromide staining solution: 1 mg/mL in 1X TAE buffer (18).
11. Molecular-weight markers: K562 High Molecular Weight (Promega).
12. Loading buffer.

2.2. PCR Assays

1. STR buffer (Promega).
2. Taq polymerase (Promega).
3. Primers pcoA1-pcoA2 and pcoR1-pcoR2 (2).
4. 1X TAE buffer: 0.04 M Tris-acetate, 0.001 M EDTA, pH 8.0 (18).
5. 0.8% Agarose in 1X TAE buffer.
6. Ethidium bromide staining solution: 1 mg/mL in 1X TAE buffer (18).
7. Loading buffer (Promega).
8. Molecular-weight marker: 1 kb DNA marker (Promega).
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3. Methods
3.1. DNA Isolation, Purification, and Visualization

1. Resuspend 50 mg of mycelium in 500 mL of lysozyme solution and incubate at
37 C for approx 30 min or until the cells become translucent (see Note 4).

2. Add 250 mL of 2% SDS and vortex mix until the viscosity of the solution has
decreased noticeably.

3. Add 1 vol of phenol-chloroform-isoamyl alcohol and mix by inverting the tube
several times.

4. Centrifuge (10,000g for 15 min). Transfer the aqueous phase (upper) to a new
tube, leaving the white interface behind. Repeat phenol extraction once or until
no (or very little) interface is seen.

5. Transfer the upper aqueous phase to a clean tube and add an equal volume of
chloroform–isoamyl alcohol. Again mix well and centrifuge (10,000g for 5 min).
Repeat this extraction two times (see Note 5).

6. Transfer the aqueous phase to a new tube and precipitate the DNA by adding
1/10 vol of 3 M sodium acetate and 0.6 to 1 vol of 2-propanol. Mix gently and
incubate at –20 C from 1 h to overnight.

7. Centrifuge (10,000g for 15 min). Discard the supernatant and wash DNA with
500 mL of 70% ethanol to remove residual salts and isopropanol. Centrifuge
(10,000g for 5 min), carefully discard the ethanol, and dry until ethanol has been
removed.

8. Resuspend DNA in 20–30 mL of double-distilled sterile water and 0.1–0.2 mL
RNase A. Allow to dissolve at 37 C at least 3 h (see Note 6).

9. Visualize the extracted DNA by running 5 mL of the sample in a 0.8% agarose gel
electrophoresis using 1X TAE electrophoresis buffer and K562 DNA marker.
Electrophoresis is carried out at 10 V/cm for 1 h at room temperature; gels should
be stained with ethidium bromide solution and observe under UV light.

3.2. PCR Amplification

1. Prepare the reaction mixture by adding 2.5 mL of STR buffer, 0.2 mL of Taq
polymerase, and 0.1 mL of each primer, and complete the volume with double-
distilled sterile water.

2. Amplifications should be performed in 25 mL reaction volumes for 35 cycles, using a
thermal cycler (e.g., Gene Amp PCR 9700 System, Applied Biosystems, CA).

3. The following temperature profile is used: initial denaturation at 95 C for 5 min;
followed by 30 cycles of 95 C for 30 s, 57 C for 90 s, and 72 C for 90 s; and a
final extension at 72 C for 12 min.

4. As a positive control, it is recommended to use plasmid DNA of pRJ1004 (16).
5. A negative control (sterile water) has to be included in the assay.
6. Visualize the PCR products by running 10 mL of the sample in a 0.8% agarose gel

electrophoresis using 1X TAE electrophoresis buffer and 1 Kb DNA marker.
Electrophoresis is carried out at 10 V/cm for 35 min at room temperature; gels
should be stained with ethidium bromide solution and observed under UV light.
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4. Notes
1. When manipulating DNA, it is always recommended to wear gloves in order to

avoid contamination of the sample with DNAases present in hands.
2. The mycelium might be either a fresh liquid culture or a frozen stock. When

working with liquid cultures, the suspension has to be centrifuged at 8000g for
20 min. Subsequently, the pellet is resuspended in saline solution by vortexing,
and centrifuged at 8000g for 20 min. The supernatant is discarded and the pellet
is washed once more.

3. The lysis solution without lysozyme and RNAase can be aseptically prepared
and stored at 4 C for long periods of time. The lysozyme is added just before
using.

4. The incubation time in this step is variable, but in general we have obtained bet-
ter results when it is longer than 30 min.

5. The chloroform–isoamyl alcohol step is used to remove any phenol remaining in
the aqueous solution. This step can be repeated as many times as desired, depend-
ing on what the DNA is to be used for.

6. DNA samples obtained by the procedure described above are usually suitable for
PCR amplification. Concentration and quality should be tested by gel electro-
phoresis and absorbance measurements. After electrophoretic evaluation, the con-
centrations of the samples should be adjusted to be similar.

7. It is mandatory to use gloves that have no residue of talc in this step, because talc
inhibits Taq polymerase.
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Selection of Tolerant Heavy Metal Yeasts
From Different Polluted Sites

Liliana Villegas, María J. Amoroso, and Lucía I. C. de Figueroa

1. Introduction
As a result of many industrial and waste-disposal operations, our environ-

ment is becoming more and more contaminated by heavy metals—mercury,
chromium, arsenic, cadmium, nickel, copper, and so on. Water and soil pollu-
tion has become a major concern in the world, as much of the population relies
on groundwater for drinking and irrigation. Heavy-metals contamination can
cause metal toxicity in animals and humans. Trace elements such cadmium,
copper, mercury, or arsenic are very toxic heavy metals and have been found in
the human environment at increased concentrations, because a wide variety of
industrial activities have accelerated the release of these metals at higher rates
than natural geochemical cycling processes can tolerate (1,2).

Although many heavy-metal cations are essential components of biological
systems, all are potentially toxic. They play an important role in sophisticated
biochemical reactions such as nitrogen fixation, water cleavage during oxy-
genic photosynthesis, respiration with oxygen or nitrate, hydrogen assimila-
tion, cleavage of urea, transcription of genes into mRNA, and so on. These
reactions are based on catalysis by biochemical heavy-metal complex com-
pounds. Essential or not, most of the heavy-metal ions are toxic at higher con-
centrations (3). The environmental mercury cycle is mediated by both
geological and biological processes. Mercury compounds are leached from
natural sources by weathering of rocks and soil. However, the sources of envi-
ronmental contamination of mercury arise from human activities, such as burn-
ing coal and petroleum products, use of mercurial fungicides in papermaking
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and agriculture, and mercury catalysis in industry, which can increase local
mercury levels several thousand-fold above background (4). The main indus-
trial uses of chromium are in the manufacture of metallic alloys for structural
and protective purposes, in fabric dyes, and in the tanning of leathers. Chro-
mium is usually found in nature in its trivalent state, but hexavalent chromate
is found generally as a result of human activities (5). Arsenicals are toxic com-
pounds, which are commonly present in the environment at increasing concen-
trations as a result of industrial pollution. Arsenicals are well-established
carcinogens that are able to induce gene amplification and morphological trans-
formation of eukaryotic cells (6). Arsenic is a highly toxic metalloid that is
naturally present in a number of minerals; it is also released into the environ-
ment by industrial and agricultural activities. Geochemical contamination of
drinking water by arsenic is a serious health problem affecting millions of
people worldwide. Long-term exposure to arsenic is known to cause a number
of human diseases (7). Cadmium is a heavy metal that causes both acute and
chronic toxicity. In cases of severe acute exposure, death can result in a few
days, and long-term exposure to lesser amounts can result in damage to kidney,
lung, and bone tissue. Cadmium has no known beneficial effects in the human
body, but it is used extensively in the production of human consumables like
batteries, plastics, various pigments, and metal coatings (8). In many develop-
ing countries, nickel-cadmium batteries are still used extensively, resulting in
important contamination. They are classified as hazardous waste because nickel
and cadmium are heavy metals and suspected carcinogens (9). Copper, an
essential trace metal, is utilized as a cofactor in a variety of redox and hydro-
lytic proteins. Excess copper, however, is highly toxic to most organisms, either
eukaryotes or prokaryotes (10).

Microorganisms may be used to remediate wastewaters or soils contami-
nated with heavy metals. The metal-processing capacity of microorganisms
can be used to concentrate, remove, and recover metals from streams and
enhance the efficiency of wastewater treatment processes (2). The types of
microbial biomass of interest can pragmatically be those that can be easily
obtained in larger quantities. One of the most ubiquitous biomass types uti-
lized on a large scale by man for centuries is yeasts. Earlier observations not-
ing the capacity of yeast strains to sequester heavy metals have been largely
scattered and inconsistent, focusing mainly on the nutritional requirements or
toxicology of the yeast (11).

The study of the interactions between metals and fungi has long been of
scientific interest. In an environmental context, accelerating pollution by toxic
metals, metalloids, radionuclides, and organometalloids has influenced
research towards the biotechnological potential of utilizing microorganisms
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for metal removal and/or recovery from the biosphere. Yeasts possess an
acknowledged capability of accumulating a range of metal cations. Fungal accu-
mulation is essentially a biphasic process consisting of a metabolism-indepen-
dent and a metabolism-dependent step. The initial biosorption step is rapid,
typically only a few minutes in duration, and is independent of temperature,
metabolic energy, the presence of a metabolizable energy source, and the pres-
ence of metabolic inhibitors. The second step, called bioaccumulation, is a
slower, metabolism-dependent step, influenced by factors such as temperature
and the presence of metabolic inhibitors. Greater amounts of metal may be
accumulated by this means in some organisms, especially yeasts (12). The
influence of pH on metal uptake by yeasts, algae, and bacteria is very similar.
Extremes of pH generally decrease the rate and extent of metal uptake. A pH
between 4.0 and 8.0 is widely accepted as being optimal for metal uptake for
almost all types of biomass. Temperature effects are confined to metabolism-
dependent metal accumulation. At low temperature (0–5 C), little or no metal
is sequestered through metabolic processes by viable biomass. Most labora-
tory experiments are carried out in the temperature range 20–35 C, which has
been reported optimal for metal accumulation (13). Yeasts have contributed to
the understanding of metal uptake and toxicity, and how metal resistance may
be achieved in eukaryotic cells. In a biotechnological context, yeasts may be
useful in the treatment of metal-containing effluents (12).

The objective of this chapter is to describe procedures used for yeast isola-
tion from several sites contaminated with industrial effluents containing heavy
metals, with the main purpose of isolating yeasts able to live in these unfavor-
able environments.

2. Materials
2.1. Materials, Habitats

1. Material for isolating mercury-tolerant yeasts: agricultural and papermaking soil
contaminated with petroleum products and mercurial fungicides.

2. Material for isolating chromium-tolerant yeasts: wastes from tanneries and dye
factories.

3. Material for isolating arsenic-tolerant yeasts: soil contaminated with pesticides
and sediment from an arsenic-endemic area.

4. Material for isolating cadmium-tolerant yeasts: soil and water contaminated with
spent nickel-cadmium batteries.

5. Material for isolating copper-, mercury-, cadmium-, chromium-, iron-, nickel-,
and lead-tolerant yeasts: soil and sediments exposed to effluents from mining
and other industries.
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2.2. Culture Media and Solutions

1. Enrichment solution: 1 g/L glucose and 0.5 g/L yeast extract.
2. Isolation medium: 3 g/L yeast extract, 3 g/L malt extract, 5 g/L peptone, 10 g/L

dextrose, 20 g/L agar (YM, Difco); plus 100 mg/mL of tetracycline, erythromy-
cin, and chloramphenicol.

3. Maintenance culture medium : 10 g/L yeast extract, 20 g/L peptone, 15 g/L dex-
trose, and 20 g/L agar (YEPD).

4. Base culture medium for determining heavy-metal tolerance: 6.7 g/L yeast nitro-
gen base (YNB, Difco), 10 g/L dextrose, and 1.5 g/L agar. It is used as a minimal
medium.

5. Heavy-metal stock solutions: 1 M CuSO4, NiSO4, CdCl2, K2Cr2O7, As2O3, As2O5,
and HgCl2 (see Note 1).

3. Methods
3.1. Yeasts Isolation

Samples obtained from different habitats should be 10–20 g. They are trans-
ported in sterile plastic bags, and kept at 4 C until they are used. The samples
are suspended in sterile enrichment solution (1:10 w/v) supplemented with the
antibiotics (see Note 2). After shaking (200 rpm) 24–72 h at 30 C, suspensions
are poured into petri dishes containing YM agar medium supplemented with anti-
biotics. The inoculated plates are incubated at 30 C and, after approx 3–5 d,
well-isolated colonies are transferred onto YEPD agar until growth is observed.
Colonies have to be restreaked and picked on maintenance medium until their
ability to tolerate heavy metals can be determined (see Note 3).

3.2. Qualitative Screening for Heavy-Metals Resistance

Heavy metals tolerance may be tested using an agar diffusion assay on YNB-
glucose-agar (2) (see Note 4). A ditch in the center of the plate is made with a
sterile needle or sterile spatula (see Note 5, Figs. 1 and 2). The ditch of each
plate is filled with 500 mL of one of the heavy-metal solutions, while the isola-
tions are inoculated in lines extending from the ditch at a right angle by means
of a platinum loop (see Notes 6 and 7). Yeast growth is assumed as a qualita-
tive parameter of heavy-metal resistance. Growth up to the ditch is considered
resistant to the concentration supplied, while no growth is sensitive. The size
of growth inhibition extending from the ditch gives an approximate idea about
the level of tolerance in cases where incomplete tolerance is observed. As a
control, distilled and sterilized water is used (see Note 8).

3.3. Semiquantitative Screening for Heavy-Metals Resistance

Sensitivity of the selected yeasts to heavy metals is tested by agar diffusion
assay. Disks of approx 6-mm diameter are formed in Petri dishes containing
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YNB- glucose-agar previously inoculated with 100 mL of cell suspensions.
Disks are saturated with heavy-metal solutions up to a final concentration of
100 mmol/L. The diameter of the growth inhibition is measured after incubation at
20, 25 and 30 C for 3–4 d. Disks saturated with water are used as controls.

An inhibition zone longer than 10-mm diameter is arbitrarily considered as
a metal-sensitive response, whereas zones of inhibition of tolerant strains are
lower than 10 mm (see Note 9).

Fig. 1. Scheme of the qualitative screening for heavy-metals tolerance.

Fig. 2. Yeasts growth in the presence of a CuSO4 solution.
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3.4. Quantitative Assays in Liquid Medium

Tolerance is evaluated on YNB-glucose supplemented with heavy-metal
solutions up to a final concentration of 5 mmol/L.

One aliquot from freshly grown cultures is used to inoculate Erlenmeyer
flasks containing 100 mL of YNB-glucose with different metal concentrations
(see Note 10). Growth medium without heavy metals is used as a control.
Flasks should be incubated at 30 C in a rotary shaker at 300 rpm.

Growth is monitored every 4 h by optical density at 620 nm, glucose con-
sumed, dry weight, and UFC (see Note 11).

3.5. Heavy-Metals Tolerance Induction

Heavy-metals tolerance can be induced by inoculating the isolates into 100-
mL Erlenmeyer flasks containing 10 mL YNB-glucose supplemented with each
of the heavy-metal solutions. Flasks should be incubated at 30 C, 300 rpm, for
48 h. 500 mL from these cultures are then transferred to flasks containing 100
mL of YNB-glucose supplemented with the respective metal solution. Yeast
growth is followed using turbidity as the sensibility assay. Growth is moni-
tored at intervals of 4 h for 3 d. A shorter lag phase will be obtained in induced
yeasts. Induction allows the cells to tolerate the highest metals concentrations
(see Note 12).

3.6. Heavy-Metals Determination

Heavy-metals analysis is carried out by atomic absorption spectrophotom-
eter. Amounts are determined in the supernatant of the culture medium during
the growth phase. The final concentration will indicate whether or not yeasts
are able to reduce the heavy metal that was in the medium.

4. Notes
1. Heavy-metal stock solutions can be sterilized by autoclaving and stored in the

dark. Mercury solution has to be prepared at concentrations 10 times lower than
the other metals solutions because of its toxicity.

2. Antibiotic stock solutions dissolved in ethanol do not need to be sterilized. Solu-
tions are stored in light-tight containers at –20 C. The following concentrations
are recommended: 34 mg/mL chloramphenicol, 40 mg/mL erythromycin, and 5
mg/mL tetracycline.

3. Yeast cultures can be kept indefinitely in sterile glycerol 30% at –20 C until they
are used. This reduces the risk of possible mutational changes and contamina-
tions.

4. In tolerance assays, it is better to use minimal medium instead of YEPD owing to
the presence in this medium of antioxidants such as glutathione. Moreover, YNB
also minimizes complex formation of the heavy metal ions.
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5. Scheme of the agar diffusion assay using a Petri dish with YNB-glucose-agar
(see Fig. 1). The authors have made an investigation, in the Tucumán region of
Northwest Argentina, of yeasts tolerant to heavy metals, isolated from sites con-
taminated with industrial effluents. Figure 2 shows the screening of the yeasts
using the method described previously. The ditch of the plate was filled with 500
mL of one of the heavy-metal solutions, while the isolations were inoculated in
lines extending from the ditch at a right angle (A: control plate; B: with 10 mM
copper solution).

6. Plates should be set up using 20 mL of YNB-glucose-agar, so the ditch will have
the right depth. A control plate is made by filling the ditch with sterile water.

7. Yeast cell suspensions are prepared with distilled water. The strains should be
inoculated as a line no more than 0.5 cm wide to avoid growing over to the posi-
tion of an adjacent sample.

8. Growth determination with this methodology will indicate a high or low degree
of heavy-metals tolerance.

9. Growth determination with this test is useful for comparing the heavy-metal tol-
erance among the isolates and for selecting the best strains in order to study their
heavy-metal susceptibility in liquid medium.

10. A culture in exponential phase is recommended. The inoculum is prepared in the
same physical conditions to avoid cellular stress; otherwise, the lag phase will be
very long because the isolate needs adaptation time.

11. Turbidity is a good measure of the growth of yeasts in the presence of different
heavy-metal solutions because changes are observed in the presence of the met-
als. When yeasts produce pseudomycelium, the turbidity is heterogeneous and it
is not a good way to measure growth.

12. Heavy metals produce reactive oxygen species that cause damage to all of the
major cellular constituents, including lipids peroxidation. The oxidative stress
affects the progression of cells through the cell division cycle. Reactions of cells
to sudden changes in their environment, and the mechanisms protecting them
against damage caused by stress conditions, have received enormous attention.
Studies on stress are not only interesting on a scientific basis, but also have medi-
cal, economic, and bioremediation relevance (14).
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Medium for Differential Enumeration of Lactobacillus
casei and Lactobacillus acidophilus From Lyophilized
Mixed Cultures

Mónica M. Locascio, Rosalía Alesso, Vilma I. Morata,
and Silvia N. González

1. Introduction
It is very important for the dairy industry to have methods to determine the

microbial content of different products (1–3). Probiotics, prebiotics, and
eubiotics are foods that improve health status through selected bacteria (4).
The nutritinal benefit of probiotics has been investigated in relation to fermen-
tation, quantity, availability, and nutrient absorption. These kinds of foods are
fermented products, but they are also augmented with beneficial microorgan-
isms (5–10). The addition of probiotic microorganisms to milk products pro-
duces not only organoleptic but also biological and therapeutic characteristics.
Differential cell counts in a product with mixed cultures are indispensable to
control quality during its shelf life. To be suitable for industrial applications, a
method for viable microbe counting and identification should be reliable, easy
to prepare, quick, and of low cost; this is the selective medium. In some cases,
there are no differences between lactobacillus sugar fermentation profiles that
permit the differential growth of one without development of the other one.
Generally, fluid fermented products use concentrated frozen cells as starter
cultures.

Lyophilization is a method that permits large bacterial concentrations in
reduced volumes, without the need for cold storage. The basic principle of
lyophilization is cellular drying in a glass container, removing frozen water by
sublimation. That means that the water is eliminated as vapor, using a system
of high vacuum as a desiccator absorbs water vapor. Finally, the container of
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dry cells is closed under vacuum. When the cover of the vial is removed or the
bladder is broken under aseptic conditions, cultivable-viable microorganisms
can be recovered after resuspension in appropriate solutions and seeding in
adequate media.

In this chapter we describe a culture medium designed to differentiate Lac-
tobacillus casei and Lactobacillus acidophilus at a macroscopic level when
these strains are used as lyophilized starters in a dry milk product.

2. Materials
2.1. Growth Media

1. M.R.S. agar (11): 10 g/L peptone, 8 g/L meat extract, 0 4 g/L yeast extract, 20 g/
L D(+) glucose, 2 g/L dipotassium hydrogen phosphate, 1 mL/L Tween 80, 2 g/L
triamonic citrate, 5 g/L sodium acetate•3H2O, 0.1 g/L magnesium sulphate•7H2O,
0.05/L manganese sulphate•4H2O, 15 g/L agar; pH 6.8. Sterilize by autoclaving
at 121 C for 15 min.

2. Trehalose-MRS: 10 g/L peptone, 8 g/L meat extract, 0.4 g/L yeast extract, 20 g/L
trehalose, 2 g/L dipotassium hydrogen phosphate, 1 mL/L Tween 80, 2 g/L
triamonic citrate, 5 g/L sodium acetate•3H2O, 0.1 g/L magnesium sulphate•7H2O,
0.05/L manganese sulphate 4H2O, 15 g/L agar; pH 6.8. Sterilize by autoclaving
at 121 C for 15 min.

3. BCG-Trehalose-MRS: 10 g/L peptone, 8 g/L meat extract, 0.4 g/L yeast extract,
20 g/L trehalose, 2 g/L dipotassium hydrogen phosphate, 1 mL/L Tween 80, 2 g/
L triamonic citrate, 5 g/L sodium acetate•3H2O, 0.1 g/L magnesium sul-
phate•7H2O, 0.05/L manganese sulphate•4H2O, 15 g/L agar; pH 6.8. Sterilize by
autoclaving at 121 C for 15 min. Before use, sterile brome cresol green solution
was added to obtain 0.08 g/L final concentration.

4. The threalose solution (40% w/v) was sterilized by filtration. Each sterile basal
medium was added of threalose solution at 2% final concentration.

5. The coloring solution: brome cresol green (0.06 g) was dissolved in 15 mL NaOH
to obtain a 0.01 M solution (final concentration), which was sterilized by filtra-
tion. In all cases 2 mL of stain solution (0.01 M) were added to 100 mL of basal
MRS medium.

6. Microorganisms: lyophilized and frozen cells of Lactobacillus casei CRL 431
and Lactobacillus acidophilus CRL 730 (CERELA culture collection) were used
as individual strains and also as mixed cultures. Other lyophilized and frozen
cells were provided by SanCor (dairy industry). The cells in all cases were resus-
pended in both sterile physiological solution and 20% glutamate solution before
carrying out the tests. The glutamate content of the solution allowed us to decrease
the cellular osmotic stress when the samples are reconstituted from the frozen or
lyophilized cultures.

3. Methods
The differential count of frozen mixed cultures containing L. casei and L.

acidophilus was obtained by seeding of appropriate dilutions on three Petri
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dishes with MRS-agar. For the L. casei count, one of them was incubated at
22 C for 72 h, and for the L. acidophilus count the other one was incubated at
43 C for 48 h. The third Petri dish was incubated at 37 C for 48 h for a total
lactobacillus count. In all cases, frozen pure cultures were used as controls.
The freezing process did not affect cellular viability, and the temperature of
incubation can be used as a differential parameter (see Note 1).

The problem was to develop a method able to differentiate L. casei and L.
acidophilus from mixed lyophilized cultures. Because trehalose (-D-
glucopyranosyl-(-D-glucopyranose) is a sugar without a free hydroxyl glycosyl
group, it is unable to reduce Fehling’s solution. For this reason, this sugar is
considered the nonreducing disaccharide standard. When trehalose is fer-
mented, the resulting glucose comes from a specific trehalase activity but not
from a glucosidase activity. Then, the fermentation of glucose produces lactic
acid with a consequent pH decrease. This process can be observed in a culture
medium containing a pH indicator such as brome cresol green. The use of MRS-
trehalose as a culture medium for detection and counting of Lactobacillus aci-
dophilus is permitted by the International Dairy Federation (IDF). This culture
medium is suggested for obtaining a differential count of Lactobacillus acido-
philus when the dairy product also contains Streptococcus thermophilus and
bifidobacteria (12) (see Note 2).

On trehalose-MRS-agar, Lactobacillus casei forms lenticular middling colo-
nies after incubation for 48 h at 37 C. Under similar conditions Lactobacillus
acidophilus develops small colonies.

On trehalose-MRS-agar with brome cresol green, after incubation for 48 h
at 37 C, Lactobacillus casei forms middling colonies surrounded by a halo, the
uncolored area indicating a pH decrease. Under similar conditions Lactobacil-
lus acidophilus develops small colonies without an uncolored area (Fig. 1).

Fig. 1. Growth of L. casei on BCG-trehalose MRS characterized by middling colo-
nies surrounded by a halo. Growth of L. acidophilus on BCG-trehalose MRS charac-
terized by small colonies without uncolored area.
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BCG-trehalose-MRS was an optimal culture medium to differentiate mac-
roscopically Lactobacillus casei and Lactobacillus acidophilus from lyo-
philized mixed cells, which can be found in dry dairy products (see Note 3).

4. Notes
1. The freezing of bacteria to temperatures less than 0 C can produce cellular dam-

age due to ice-crystal formation, which exerts a high pressure on cellular mem-
branes. The technique generally used includes a quick freezing to 50 C to –70 C
because under these conditions cellular damage is reduced (13). The reconstitu-
tion of frozen cultures allows recovery of viable-cultivable cells without changes
in the inherent properties of each species.

The lyophilization of cells produces a more important damage than a freezing
process. The reconstitution of some lyophilized cultures permits recovery of cells
with modifications of their physiological characteristics. In the case of Lactoba-
cillus acidophilus we can observe that reconstituted cells from lyophilized cul-
tures were unable to grow at temperatures above 41 C.

On the other hand, the use of an osmotic solution, such as 20% glutamate
instead of a physiological medium to carried out the cellular reconstitution from
lyophilized cultures, can improve the recovery of cultivable cells.

2. From trehalose-MRS the macroscopic differentiation between Lactobacillus aci-
dophilus and Lactobacillus casei required an experienced microbiologist because
the colonies were uncolored.

3. The use of brome cresol green as a pH indicator is accepted by the IDF. This stain
allows differentiation between homo- and heterofermentative metabolism. Lacto-
bacillus acidophilus possesses a homofermentative metabolism, while Lactoba-
cillus casei is a microorganism with heterofermentative metabolism.
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Silk as a Means of Recovering Bacteriocin
From a Culture Medium

M. Carina Audisio and María C. Apella

1. Introduction
Bacteriocins are thermostable molecules of a proteinaceous nature produced

by different microorganisms, such as lactic acid bacteria (LAB), with an inhib-
itory action spectrum directed toward related strains (1–3). However, different
Enterococcus faecium strains are bacteriocin producers, and their activity spec-
tra are not only directed toward related microorganisms (4). Within the last
decade, biopreservation has received increased attention as a new method to
control pathogenic and spoilage bacteria in foods, and this trend includes the
use of bacteriocin-producing LAB or addition of their bacteriocins. For this
reason, techniques to purify and concentrate these molecules have become very
important, but few assays have been published (5,6). A simple procedure is
proposed here that can easily be carried out in the laboratory. Silk, produced by
Bombix mori L., is made up of two different proteins: sericin and fibroin; the
first is heat labile, while the second is very resistant to heat and acid or alkaline
media. Silk has the property of catching and interacting with proteins, and it
has been employed to immobilize enzymes (7). Because of this characteristic,
silk could be considered as a new alternative to recover, concentrate, and purify
bacteriocin out of a culture medium, since the interaction between silk and
bacteriocin can be reversible (8).

2. Materials
2.1. Bacteriocin Preparation

1. LAB bacteriocin producer strain.
2. Sterile 2 N NaOH solution.
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3. Membrane filter of 0.22-mm pore size.
4. Centrifuge.

2.2. Bacteriocin Activity Detection

1. Distilled and sterile water.
2. Agarized selective media (1.5% w/v agar) (see Note 1).
3. Sterile hollow punch (see Note 2).
4. Indicator strain(s).

2.3. Silk Preparation

1. Crude silk cocoons (see Note 3).
2. Low-suds washing powder (see Note 4).

2.4. Bacteriocin Recovery From Silk (see Note 5)

1. 0.5 M Sodium phosphate buffer, pH 7.0.
2. 0.5 M Sodium phosphate buffer, pH 6.0.
3. Methanol.
4. Isopropanol.
5. 0.5 M Sodium acetate buffer, pH 5.5.
6. 0.5 M Sodium acetate buffer pH 4.5.

3. Methods

3.1. Bacteriocin Extraction From the Producer Strain

1. Centrifuge (1500g, 20 min) an overnight culture of the LAB bacteriocin producer
strain (see Note 6).

2. Remove cells and neutralize supernatant to pH 6.5–7.0 with 2 N NaOH solution.
3. Sterilize by filtration through a 0.22-mm membrane (see Note 7).
4. Store bacteriocin suspension at 4 C (see Note 8).

3.2. Bacteriocin Activity Determination (9–11)

1. Prepare serial twofold dilutions of bacteriocin suspension in sterile distilled water
(1/2, 1/4, 1/8, 1/n) obtained according to Subheading 3.1.

2. Gently mix 100 mL of an overnight culture of the indicator strain with 10 mL of
melted agar medium culture (45 C) and pour onto a sterile Petri dish. Let solidify
and dry at room temperature (see Note 9).

3. Cut wells of known diameter with sterile hollow punch in the agar.
4. Fill one well with 20 mL of undiluted bacteriocin. Fill the others with the bacte-

riocin suspension dilutions described in step 1.
5. Allow sample to diffuse at room temperature before incubating dishes at the

growth temperature of the sensitive strain (see Note 10).
6. Bacteriocin action is detected by the presence of growth inhibition zones of the

indicator strain around the wells.
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7. Calculate bacteriocin activity, expressed in arbitrary units (AU) per milliliter, as
follows: AU/mL = (1/0.02 mL) ¥ maximal dilution that inhibits growth of the
indicator strain.

3.3. Silk Sample Preparation

1. Take 1 g of crude silk cocoon (see Note 11).
2. Add 10 mL of distilled water and heat to boiling for 10 min (see Note 12).
3. Add 7 g of low-suds soap, more distilled water (final volume 20 mL), and heat to

boiling (96–100 C) for 1 h (see Note 13).
4. Rinse several times with distilled water to eliminate soap.
5. Heat-sterilize (121 C for 15 min) prior to use (see Note 14).

3.4. Silk Treatment

1. Take 1 mL of bacteriocin suspension and put it in contact with 0.01 g of treated
silk.

2. Incubate at 4 C without agitating for 18–24 h (see Note 15).
3. Take 50 mL sample.
4. Determine total proteins.
5. Calculate bacteriocin titer according to Subheading 3.2.

3.5. Bacteriocin Recovery From Silk

1. Place the silk with the attached bacteriocin molecules in a clean and sterile con-
tainer (see Note 16).

2. Add 1 mL of the selected solvent or buffer according to the physicochemical
properties of the bacteriocin (see Note 5).

3. Shake at 4 C for at least 2 h and recover the supernatant by centrifugation at
1000g for 15 min (see Note 17).

4. Calculate bacteriocin titer according to Subheading 3.2.

4. Notes
1. The chemical composition of the culture media depends on the indicator strain

selected.
2. The diameter of the hollow punch must be well determined in order to quantify

the bacteriocin titer.
3. Silk cocoons may be manually or mechanically combed.
4. Ordinary low-suds soap can be employed.
5. The selected solvent or buffer used to recover the bacteriocin molecule from silk

depends on the physicochemical features of each bacteriocin. Here, many alter-
natives are proposed.

6. Incubation time and optimal temperature for maximal bacteriocin synthesis by
the selected bacteria must be determined prior to this assay.

7. Bacteriocin may be sterilized by autoclaving (121 C for 15 min) if it is suffi-
ciently thermostable to withstand temperatures that kill the producer cells.
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8. The bacteriocin suspension may be stored at 4 C for 1 mo, although other bacte-
riocins have been known to remain active even after 6 mo at 4 C (4). Lyophiliza-
tion must be used for longer periods.

9. Concentration of the sensitive strain has to be previously optimized. The cell
lawn in the agar layer must show a marked inhibition zone around the seeded
well.

10. This procedure helps bacteriocin diffusion before the indicator strain develops (12).
11. This amount is variable, depending on the volume of the bacteriocin tested and

the number of assays.
12. This step is taken to remove impurities naturally present in silk.
13. Silk treatment with soap and heat contributes to expose silk fibroin, which has a

high affinity for proteinaceous molecules.
14. This step is taken to avoid contamination.
15. Shaking must be avoided to prevent bacteriocin from leaving its support (silk).

Contact time should be optimized for each bacteriocin molecule.
16. Carefully press silk against the container wall with a sterile glass rod. For full

bacteriocin recovery, repeat procedure in the remaining supernatant with a new
silk sample.

17. Contact time should be optimized for each bacteriocin molecule.
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Optimization of a Method for Isolating Plasmid DNA
From Lactic Acid Bacteria From Wine

Fabiana M. Saguir and María C. Manca de Nadra

1. Introduction
Lactic acid bacteria play an important role in the manufacture of wines. They

produce the deacidification of wine, contributing to the flavor and the micro-
biological stability of the final product (1,2). Many of the phenotypes that are
paramount from a technological point of view could depend on plasmid-
encoded determinants. These include exopolysaccharide or bacteriocin pro-
duction (3,4), proteinase activity (5), biogenic amines formation (6), malate or
citrate fermentation (7), and so on. This fact justifies the research on the pres-
ence and characterization of wine lactic acid bacteria. Physical evidence for
plasmids in bacteria was first presented in the early 1960s from the results of
buoyant-density centrifugation in the presence of intercalating dyes, and elec-
tron microscope techniques (8). The discovery of plasmid DNA in the lactic
acid bacteria was generally attributed to Cords et al. (9). Procedures for the
detection and analysis of plasmids in bacteria were greatly simplified by the
development of agarose gel electrophoresis methods for plasmid DNA (10),
applied to the lactic acid bacteria by Klaenhammer et al. (11).

We investigated the presence of plasmids in strains of wine lactic acid bac-
teria belonging to the genera Lactobacillus, Oenococcus, and Pediococcus, and
only in Lactobacillus hilgardii 5w did we find plasmid DNA. We associated
the low yield with a deficient purification procedure by an inefficient cellular
lysis or loss of them together with chromosomal DNA.

This study was conducted to optimize the method applied for the isolation
and purification of plasmids in wine lactic acid bacteria.
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2. Materials
1. Lactic acid bacteria were isolated from Argentinian wines (12,13).
2. Strains from which plasmid DNA was to be extracted were grown in the appro-

priate MRS broth (14), supplemented with 15% tomato juice at 30 C for 24 h,
and were harvested by centrifugation. Pelleted cells were used immediately for
plasmid DNA preparation or frozen at –20 C for use the following days.

3. TES buffer: 25 mM Tris, pH 8.0, 10 mM disodium EDTA, pH 8.0, 50 mM
sucrose. TE buffer: 10 mM Tris, pH 8.0, disodium EDTA, pH 8.0. 1X Buffer
TAE: 40 mM Tris, 20 mM acetic acid, and 2 mM EDTA, pH 8.0.

4. The reagent phenol-chloroform-isoamyl alcohol must be stored at –20 C in small
aliquots, or may be stored at 4 C for up to 1 mo.

3. Methods
3.1. Plasmid Purification Protocol

The optimized protocol for purification of plasmid DNA is presented. It was
based on the method of Birnboim and Doly (15). The first modification was the
addition of lysozyme (15 mg/mL) and incubation for 30 min at 37 C (see Note
1). This procedure was again changed to a method optimization (see Note 2). The
lysozyme concentration was increased from 15 to 25 mg/mL and the incuba-
tion time from 30 to 60 min; then, to complete the cellular lysis, 25 mM Tris-
HCl–125 mM EDTA and a solution of 1% SDS–0.2 N NaOH were added to the
reaction mixture (see Note 3). The screening protocol was designed to be per-
formed in a 1.5 mL Eppendorf centrifuge tube. Centrifugations were performed
at room temperature in an Eppendorf centrifuge. Lacto-bacillus hilgardii 5w
was used as a positive control.

3.2. Agarose Gel Electrophoresis

Agarose gel electrophoresis was performed in Tris acetate buffer containing
40 mM Tris, 20 mM acetic acid, and 2 mM EDTA, pH 8.1. Gels contained 0.8%
agarose, and electrophoresis was performed at 60 V for 4 h. Gels were stained with
0.5 mg of ethidium bromide per milliliter and photographed (see Note 4).

3.3. Details of Optimized Purification Protocol for Lactic Acid
Bacteria From Wine

1. Resuspend pelleted cells in 400 mL TES buffer, pH 8.0. Transfer to Eppendorf
tube and centrifuge.

2. Add 150 mL of lysozyme: 25 mg/mL in TES buffer, pH 8.0. Incubate 60 min at
37 C.

3. Add 125 mL of 0.25 M EDTA, 50 mM Tris-HCl, pH 8.0. Mix immediately by
inversion.
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4. Add 200 mL of alkaline SDS solution (1% wt/v sodium dodecyl sulfate, 0.2 N
NaOH). Gently mix immediately by intermittent inversion.

5. Add 150 mL of 5 M potassium acetate, 11.5% v/v. Continue gently mixing for 3
min. Incubate 5 min at 4 C. Centrifuge.

6. Transfer supernatant to new Eppendorf tube and add 650 mL of phenol-saturated
chloroform-isoamyl alcohol (25:24:1). Mix thoroughly. Centrifuge.

7. Remove upper phase and extract with chloroform. Mix thoroughly. Centrifuge.
8. Remove upper phase, precipitate with 1 vol of ethanol or isopropanol. Incubate

at –20 C overnight. Centrifuge.
9. Remove excess of ethanol and add 200 mL of 70% ethanol. Centrifuge.

10. Remove excess of 70% ethanol and resuspend in 30 mL of TE buffer.

Fig. 1. Plasmid content of lactic acid bacteria from wine. Line 1,1 kb DNA ladder;
line 2, Lactobacillus casei (positive control); line 3, Lactobacillus hilgardii 5w; line 4,
Lactobacillus hilgardii X1B; line 5, Pediococcus pentosaceus N5P; line 6, Pediococcus
pentosaceus 12 p; line 7, Oenococcus oeni m; line 8, Oenococcus oeni ST; line 9,
Oenococcus oeni X2L; line 10, 1 kb DNA ladder.
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4. Notes
1. Before the optimization of the method, from eight different lactic acid bacteria

from wine, a plasmid DNA profile was observed only in Lactobacillus hilgardii
5w. Bands corresponding to 2500, 5000, and 10,000 bp were identified (see Fig. 1).

2. To demonstrate the effectiveness of optimized protocol detailed previously (Sub-
heading 3.3.), we isolated plasmid DNA from Lactobacillus hilgardii 5w (posi-
tive control) and from Lactobabillus hilgardii X1B, Pediococcus pentosaceus
12p and N5p, and Oenococcus oeni X2L, m, and ST.

3. Key developments in optimizing this protocol were (1) determining an increase
of 10 mg/mL in the quantity of lysozyme (25 mg/mL) as very efficient to carry
out the cellular lysis, (2) increasing the time of incubation from 30 to 60 min, and
(3) adding the Tris-HCl-EDTA mixture previously to the alkaline denaturation-
renaturation steps.

4. The results obtained after agarose gel electrophoresis demonstrated the DNA
plasmid bands in the control strain, and we visualized plasmid bands in Lactoba-
cillus hilgardii X1B, Pediococcus pentosaceus 12p, and Oenococcus oeni m and
ST (see Fig. 2).

Fig. 2. Plasmid content of lactic acid bacteria from wine obtained by optimized
protocol. A: line 1, 1 kb DNA ladder; line 2 and 3, Lactobacillus hilgardii 5w (posi-
tive control); line 4, Lactobacillus hilgardii X1B; line 5, Pediococcus pentosaceus 12
p. B: line 1, 1 kb DNA ladder; line 2, Lactobacillus hilgardii 5w (positive control);
line 3, Oenococcus oeni X2L; line 4, Oenococcus oeni m; line 5, Oenococcus oeni ST;
line 6, Pediococcus pentosaceus N5P; line 7, Pediococcus pentosaceus 12 p.
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Simultaneous and Sequential Methods to Study Interactions
Between Yeast and Lactic Acid Bacteria From Wine

Marta E. Farías and María C. Manca de Nadra

1. Introduction
Wine is the result of a complex interaction between yeast, lactic acid bacte-

ria (LAB), grape must, and physical conditions. Understanding the roles of the
yeasts in wine will help in the quest to develop cultured wines that have similar
characteristics to traditional fermented grape juice. Alcoholic fermentation of
natural grape juice is carried out by the sequential action of different yeast
genera and species; initially, apiculate yeasts (Kloeckera/Hanseniaspora) are
present, but after 3–4 d, these are replaced by Saccharomyces cerevisiae (1).
Hanseniaspora uvarum (Kloeckera apiculata) and Candida stellata survived
during the fermentation for longer periods than previously thought, and grew
to maximum populations of 106–107 cfu/mL (2,3).

The principal LAB species associated with wines are Oenococcus oeni,
Pediococcus pentosaceus, and various species of Lactobacillus. There are
many reports about these lactic acid bacteria interactions (4–6).

This study was conducted to study yeast–LAB interaction in simultaneous
(both microorganisms in the same medium) and in sequential (growth of LAB
in the supernatant modified by yeast growth) growth methods using reproduc-
ible and simple techniques.

2. Materials
1. Lactobacillus hilgardii 5w (7) and Hanseniaspora uvarum ca12 (Kloeckera

apiculata) (8) were isolated from Argentinean wines.
2. Basal medium: 10 g/L yeast extract, 5.0 g/L glucose, 1 mL/L Tween-80, and 57

mL/L grape juice (9), pH 4.8, sterilized by autoclaving for 15 min at 121°C (see
Note 1).
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3. MRS agar plus tomato juice: 10 g/L polypeptone, 10 g/L meat extract, 5 g/L
yeast extract, 20 g/L glucose, 5 g/L sodium acetate, 1 mL/L Tween 80, 2 g/L
ammonium citrate, 2 g/L K2HPO4, 0.2 g/L MgSO4•7H2O, 0.05 g/L MnSO4•4H2O,
150 mL/L tomato juice, and 20 g/L agar, pH 5.0, sterilized by autoclaving for 15
min at 121 C.

4. MYPG agar supplemented with antibiotics: 5 g/L malt extract, 10 g/L yeast
extract, 20 g/L glucose, 20 g/L peptone, 20 g/L agar, 0.05 g/L gentamicin, 0.1 g/L
oxytetracycline, pH 5.5, sterilized by autoclaving for 15 min at 121 C.

5. MRS agar supplemented with 0.05 g/L cycloheximide and 0.025 g/L pimaricin,
pH 4.8, sterilized by autoclaving for 15 min at 121 C.

3. Methods
3.1. Simultaneous Cultures in Liquid Media

1. Lactobacillus hilgardii and Hanseniaspora uvarum were grown separately in 250
mL stoppered flasks containing 50 mL of basal medium.

2. 4-mL portions of late-log-phase cultures were transferred to a 1-L stoppered flask
containing basal medium and incubated at 30 C.

3. Bacterial and yeast cells (1000 mL) were aseptically harvested by centrifugation
at 10,000g for 10 min at 4 C.

4. The pellets were washed twice with 0.1% (w/v) peptone water and resuspended
in 50 mL of 0.1% (w/v) peptone water to avoid dilution of nutrients (see Note 2).

5. Appropriate quantities of 20-fold-concentrated cell suspensions were added to
250 mL stoppered flasks with 200 mL of basal medium to give a viable yeast cell
concentration of 108 cells/mL and final viable bacterial cell numbers of 102, 104,
and 108 cells/mL, and then incubated at 30 C.

6. 5-mL aliquots of culture were taken at different time intervals, and the viable cell
counts were determined. The culture supernatants were utilized for analytical
measurements (see Note 3).

3.2. Sequential Cultures in Liquid Media

1. A stoppered 250-mL flask containing 200 mL of basal medium was inoculated
with a yeast strain and incubated at 30 C.

2. At different times, 20 mL of fermented broth was collected and the number of
viable cells counted (see Note 4).

3. The broth was filtered aseptically through a 0.2-mm pore-size membrane
(Millipore) or heated for a few seconds at 115 C (3/4 atm) in autoclave (see Note 5).

4. The broth was dispensed into a 75-mL flask to which 10% of basal medium cul-
ture of Lactobacillus hilgardii 5w was added, and incubated for 48 h at 30 C.

5. 5-mL aliquots of culture were taken at different time intervals and the viable cell
counts were determined. The yeast and bacteria culture supernatants were uti-
lized for analytical measurements (see Note 3).
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3.3. Counting of Bacterial and Yeast Cells

Populations of yeast and bacteria were followed by counting viable cells.

3.3.1. Counts of Viable Bacteria and Yeast Cells in Simultaneous
Cultures

1. Serial dilutions were done in saline solution, plating duplicates of statistically
significant dilutions on selective media.

2. Yeasts were counted by surface spreading 0.1-mL samples on MYPG agar,
supplemented with appropriate concentrations of antibiotics (gentamicin and
oxytetracycline) to inhibit bacterial growth. The plates were incubated at 30 C
for 48 h.

3. Lactic acid bacteria were counted by surface spreading 0.1 mL samples on MRS
agar medium, supplemented with 15% tomato juice. Before pouring, appropriate
concentrations of cycloheximide and pimaricin were added to the medium to
inhibit the growth of yeast. The plates were incubated at 30 C for 5 d (see Note 6).

3.3.2. Counts of Viable Bacteria and Yeast Cells in Sequential Cultures

1. Serial dilutions were done in saline solution, plating duplicates of statistically
significant dilutions on selective media.

2. Yeasts were counted by surface spreading 0.1-mL samples on MYPG agar. The
plates were incubated at 30 C for 48 h.

3. Lactic acid bacteria were counted by surface spreading 0.1-mL samples on MRS
agar medium, supplemented with 15% tomato juice. The plates were incubated at
30 C for 5 d.

3.4. Proteins Determination

The proteins of the samples were determined by the reaction with
Coomassie® Brilliant Blue G-250. Calibration was carried out using bovine
serum albumin (BSA) (10) (see Note 7).

4. Notes
1. The individual growth of yeast and lactic acid bacteria in the same basal medium

with added grape juice is possible because they share the same natural ecological
niche.

2. In simultaneous yeast–lactic acid bacteria cultures, the proportions of both
inoculums were 1:1, 1:0.5, or 1:0.25.

3. As a control of the results of interaction between yeast and lactic acid bacteria in
simultaneous and sequential inoculation methods, we measured organic nitrogen
modification in the media.

4. In sequential cultures, samples were taken at different yeast growth phases (0, 3,
8, 12, 24, and 34 h), and each one was utilized to bacteria inoculation.
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5. During sequential inoculation, after yeast growth, the eucaryotic cells were
removed from the broth by filtration through a 0.2-mm-pore membrane and by
heating at 3/4 atm for a few seconds. No significant differences in the bacterial
counts and analytical determinations were obtained between the two methods of
yeast elimination. We prefer the heat procedure because it is a simpler and more
rapid method.

6. In mixed cultures, for lactic acid bacteria determinations, a combination of two
antibiotics (cycloheximide and pimaricin) was used to inhibit the yeast.

7. The modification of nitrogen in the media was monitored by protein measure-
ments. The initial protein concentrations correspond to yeast extract plus grape
juice.
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Method for Determining Lindane Concentration
in Water and Solid Samples

Claudia S. Benimeli, Adriana P. Chaile, and María J. Amoroso

1. Introduction
Pesticides are largely used in agriculture, as well as in public health, for the

prevention of infectious and transmissible diseases. The use of pesticides in
agriculture may represent a risk to human health and the environment. The
general population is mainly exposed to pesticide residues through the inges-
tion of contaminated foods. Foods like fruits, vegetables, and cereals may be
contaminated because they are directly treated with pesticides or are grown on
contaminated fields (1). Pesticide contamination of surface waters and
groundwaters from agricultural use has been well documented around the
world. The persistence of pesticide residues in the soil and their movement in
the water-soil system are key aspects of their environmental behavior. Pesti-
cides are primarily moved from agricultural fields to surface waters in surface
run-off (2). This stimulates, on the one hand, the establishment of legal direc-
tives to control their levels through the establishment of maximum residue lev-
els, and on the other, a continuous look for pesticides less persistent and toxic
for human beings. This fact has increased extraordinarily the number of pesti-
cides registered and/or recommended, and the analytical difficulties for their
control (3).

The insecticide lindane (1α,2α,3β,4α,5α,6β-hexachlorocyclohexane
γ-HCH) has been used extensively worldwide, despite its persistence in the
environment, tendency to bioaccumulation, and toxicity for non-target organ-
isms, including human beings, as well as possible toxicological and environ-
mental problems of its residues (4,5).
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In this chapter, we describe a very sensitive method for determining lindane
concentration in liquid and solid samples like water and soils.

2. Materials
1. Lindane calibration standards (ULTRAScientific, North Kingstown, RI) (see

Notes 1 and 2).
2. Distilled water.
3. Methanol (see Notes 3 and 4).
4. Hexane (see Notes 3 and 4).
5. Ethyl acetate (see Notes 3 and 4).
6. 25 mM Tris-EDTA buffer, pH 8.0.
7. Bond Elut C18 cartridge 6 mL-500 mg.
8. Gas chromatograph (Hewlett-Packard 6890, Wilmington, DE) equipped with

electron capture detector (63Ni ECD), split/splitless injector HP 7694, HP 5 cap-
illary column (30 m ¥ 0.53 mm ¥ 0.35 mm), and ChemStation Vectra XM soft-
ware.

3. Methods
In recent years, capillary columns have been almost completely replaced by

packed columns owing to their high resolving power, which allows the separa-
tion of a large number of pesticides with similar physical-chemical character-
istics.

In the past 30 yr, the ECD has been the detector most used in pesticide
residue analysis. It presents a very high sensitivity to polychlorinated hydro-
carbons and other halogenated pesticides. GC detectors using ECD afford
detection limits typically between 1 and 5 ng/L.

3.1. Water

For lindane determination in liquid substances, it is necessary to extract this
pesticide from the sample; a solid phase extraction is described in the follow-
ing steps (see Note 5).

1. Solid phase extraction (SPE): extract lindane from liquid samples using C18 car-
tridges. Prior to the extraction, the C18 bonded phase must be washed with hex-
ane, distilled water, and methanol, respectively, under vacuum. The columns are
not allowed to dry, as recommended. Allow the sample to percolate through the
columns at a flow-rate of 5 mL/min under vacuum.

2. After sample extraction, collect the pesticide trapped in the cartridge by using
hexane as eluting solvent.

3. Evaporate fractions to 1 mL in a gentle stream of nitrogen.
4. Transfer the residue into a vial and inject directly in the GC-ECD system.
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3.2. Solid Samples

The compound of interest (lindane) must first be removed from the solid
matrix and isolated from any interference using ethyl acetate as described in
the following steps:

1. Wash the sample once with 25 mM Tris-EDTA buffer, pH 8.0.
2. Wash the sample with ethyl acetate to remove extracellular adsorbed lindane.
3. Extract intracellular lindane adding ethyl acetate (20%), leaving this suspension

for 24 h at room temperature.
4. Separate solvent phase by centrifuging or with a pipet.
5. Evaporate completely the ethyl acetate of the isolated samples of steps 2 and 4

with a gentle stream of nitrogen.
6. Dissolve the extracts in 1 mL hexane.
7. Transfer the extract into a vial and inject directly in the GC-ECD system.

3.3. Gas Chromatography Analysis

1. Inject the extracts from liquid and solid samples in the gas chromatograph with
the following program: 90 C (1 min) to 180 C (3 min) at 30 C/min and to 290 C
(2 min) at 20 C/min (see Note 6).

2. Helium was used as the carrier at 25 cm/s and nitrogen was used as make-up gas
at 25 mL/min.

3. Perform quantification by external and internal calibration using dilutions of
authentic lindane standard.

4. Notes
1. The lindane calibration standard must be stored in a freezer.
2. Lindane is a moderately dangerous pesticide, so it should be handled with latex

gloves.
3. All the solvents must be HPLC grade.
4. Exercise care when handling organic solvents.
5. The liquid samples with high organic matter concentrations have to be filtered

with 0.4 mm acetate cellulose membranes.
6. Certain areas of the GC system are heated. Avoid bodily contact with these areas

and use care in handling flammable solvents in and around the GC system.
7. The liquid samples with high organic matter concentrations have to be filtered

with 0.4 mm acetate cellulose membranes.

References
1. Hura, C., Leanca, M., Rusu, L., and Hura, B. A. (1999) Risk assessment of pollu-

tion with pesticides in food in the Eastern Romania area (1996–1997). Toxicol.
Lett. 107, 103–107.

2. Albanis, T. A., Hela, D. G., Sakellarides T. M., and Konstantinou, I. K. (1998)
Monitoring of pesticide residues and their metabolites in surface and underground



282 Benimeli, Chaile, and Amoroso

waters of Imanthia (N. Greece) by means of solid-phase extraction disks and gas
chromatography. J. Chromatogr. A 823, 59–71.

3. Torres, C. M., Picó, Y., and Mañes, J. (1996) Determination of pesticide residues
in fruit and vegetables. J. Chromatogr. A 754, 301–331.

4. Singh, B. K. and Kuhad, R. C. (1999) Biodegradation of lindane (g hexachlorocy-
clohexane) by the white-rot fungus Trametes hirsutus. Lett. Appl. Microbiol. 28,
238–241.

5. Johri, A. K., Dua, M., Tuteja, D., Saxena, R., Saxena D. M., and Lal, R. (1996)
Genetic manipulations of microorganisms for the degradation of hexachlorocy-
clohexane. FEMS Microbiol. Rev. 19, 69–84.



Enzymes Produced by Yeast 283

283

From: Methods in Biotechnology: Environmental Biology: Methods and Protocols
Edited by: J. F. T. Spencer and A. L. Ragout de Spencer

30

Extracellular Hydrolytic Enzymes Produced by Yeasts

Fabio Vazquez, Martha Dina Vallejo Herrera, Lucía I. C. de Figueroa,
and María Eugenia Toro

1. Introduction
Different yeasts are able to utilize different carbon sources, and nutritional

selectivity determines yeast species diversity in particular niches. In other
words, yeasts exhibit great specialization for habitat (1).

Most yeasts have a saprophytic lifestyle in association with other organisms
producing death or decaying plant material, but few plant parasitic (endophytic)
yeasts are known. Both saprophytic and parasitic yeasts living on vegetation
depend on the host that supplies essential nutrients for yeast growth. Several
yeasts, like Pichia minuta, Candida ernobii, or Cryptococcus skinneri, appear
to be truly wood inhabiting, whereas other yeast-wood associations involve
tree exudates or decomposing wood (2,3).

As far as it is known, enzymes such as xylanases, pectinases, proteases,
amylases, and lipases could be involved in substrate colonization (e.g., fruits
and other plant tissues), causing the breakdown of plant tissues with a con-
comitant release of sugars from plant cells, which, in turn, can be utilized for
yeast growth (4,5). Ecologically, one of the most important substrates is xylan,
which is, after cellulose, the most abundant renewable polysaccharide on earth.
Xylanase is produced by some genera of yeasts: Cryptococcus (6,7), Candida
(8), Sporothrix (8), Pichia (9,10), Aureobasidium (11,12), and Debaryomyces
(8). In the same way, pectinolytic activity is shown in several yeasts, e.g., Sac-
charomyces cerevisiae (13,14), Candida boidinii (15), Trichosporon
penicillatum (16), Kluyveromyces marxianus (17), and Saccharomycopsis
fibuligera (18).
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Recent studies have demonstrated that in food ecosystems, lipolytic, pro-
teolytic, and amylolytic activities are some of the yeast characteristics consid-
ered important for colonization of habitats and for development of different
strains, as well as for some interactions with other microorganisms (19–22). In
the winemaking process, it is important to ascertain the potential of wild wine
yeasts for producing extracellular enzymes, in order to alter certain compo-
nents of the musts, and thus enhance the sensory attributes of the wines.
Pectinases, proteases, and glycosidases are enzymes secreted by yeasts that are
of interest in winemaking because of their technological effects and their con-
tribution to aroma formation (20,23). The smear microorganisms that develop
on a cheese surface play an important role in the ripening process through the
action of both proteolytic and lipolytic enzymes. It is known that yeasts are
involved directly and indirectly in the ripening process (20,21,24).

Lipases secreted by Candida albicans may play a role in adhesion, interac-
tions with the immune system, and nutrition, providing a carbon and energy
source for this pathogenic yeast (25).

1.1. Enzymes and Their Substrates

Plants synthesize starch as part of photosynthesis. It is synthesized in plas-
tids found in leaves as a storage compound for use in respiration during dark
periods, and also in amyloplasts found in tubers, seeds, and roots as a long-
term storage compound. Starch is a polymer of glucose linked one to another
through the C1 oxygen, known as a glycosidic bond. This bond is stable at high
pH but hydrolyzes at low pH. At the end of the polymeric chain there is a latent
aldehyde group known as the reducing end. Two types of glucose polymers are
present in starch: amylose and amylopectin. Amylose is a linear polymer con-
sisting of up to 6000 glucose units with a,1-4 glycosidic bonds. The number of
glucose residues, also called the degree of polymerization (DP), varies with the
botanical origin. Amylopectin consists of short a,1-4-linked linear chains of
10–60 glucose units and a,1-6-linked side chains with 15–45 glucose units.
The average number of branching points in amylopectin is 5%, but it varies
according to the botanical origin. The complete amylopectin molecule contains
about 2 million glucose units, and is one of the largest molecules in nature (26).

There are basically four groups of starch-converting enzymes: endoamy-
lases, exoamylases, debranching enzymes, and transferases.

Endoamylases are able to cleave the a,1-4 glycosidic bonds present in the
inner part (endo-) of the amylose or amylopectin chain. a-Amylase (EC 3.2.1.1)
is a well-known endoamylase. It is produced by many microorganisms belonging
to Archaea, Bacteria, as well as Fungi (27). End products of a-amylase activity
are small oligosaccharides with an a configuration and a-limit dextrins, which
constitute branched oligosaccharides.
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Enzymes belonging to the second group, the exoamylases, either exclusively
cleave a,1-4 glycosidic bonds such as b-amylase (EC 3.2.1.2), or cleave both
a,1-4 and a,1-6 glycosidic bonds like amyloglucosidase or glucoamylase (EC
3.2.1.3) and a-glucosidase (EC 3.2.1.20). Exoamylases act on the external glu-
cose residues of amylose or amylopectin, and thus produce only glucose
(glucoamylase and a-glucosidase) or maltose and b-limit dextrin (b-amylase).

b-amylase and glucoamylase also convert the anomeric configuration of the
liberated maltose from a to b. Glucoamylase and a-glucosidase differ in their
substrate preference: a-glucosidase acts better on short maltooligosaccharides
and liberates glucose with a-configuration while glucoamylase better hydro-
lyzes long-chain polysaccharides (27).

Lipases (EC 3.1.1.3) catalyze the hydrolysis of triacylglycerols and the synthe-
sis of esters from glycerol and long-chain fatty acids. Lipases bind at the interface
between aqueous and organic phases, and catalyze hydrolysis at this interface.
This binding not only places the lipase close to the substrate but also increases
the catalytic power of the lipase, a phenomenon called interfacial activation—
e.g., the enhancement of catalytic activity on lipid aggregates (micelles) rather
than on lipid monomers in aqueous solution (28–30).

Purification and characterization of multiple intracellular lipases of yeast
(Candida rugosa, Candida antarctica, Geotrichum candidum) have become
rampant in microbial molecular biology (31,32). The asporic yeast C. rugosa
secretes several closely related exolipase isoforms. There have been varying
reports on the number of lipase isoforms (two, three, or five) and their molecu-
lar weight (33,34).

Lipases of C. rugosa and G. candidum have been studied together, since
they show great similarities in many aspects. These yeast species possess dif-
ferent lipase-encoding genes, which might account for proteins differing in
their amino-acid sequences and possibly in their biochemical and enzymatic
properties (31). It is possible to speculate that the availability of related but non-
identical enzymes (lipase isoenzymes and others) would improve the adapta-
tion of the producing organisms to different substrate sources, due to the
physiological relevance of those enzymes for those organisms (35).

Proteases are the single class of enzymes that occupy a pivotal position with
respect to their applications in both physiological and commercial fields. Pro-
teolytic enzymes catalyze the cleavage of peptide bonds in other proteins. Pro-
teases are degradative enzymes, which catalyze the total hydrolysis of proteins
(36). As enzymes are proteins, they can be degraded by proteases.

Proteases are classified on the basis of three major criteria: type of reaction
catalyzed, chemical nature of catalytic site, and evolutionary relationship with
reference to structure (37).



286 Vazquez et al.

Proteases are grossly subdivided into two major groups: exopeptidases and
endopeptidases, depending on their action site. Exopeptidases cleave the pep-
tide bond proximal to the amino or carboxy termini of the substrate, whereas
endopeptidases cleave peptide bonds distant from the termini of the substrate.
Based on the functional group present at the active site, proteases are further
classified into four prominent groups: serine proteases, aspartic proteases, cys-
teine proteases, and metalloproteases. There are a few miscellaneous proteases,
which do not precisely fit into the standard classification, e.g., ATP-dependent
proteases, which require ATP for their activity (38).

1.2. Industrial Applications of Enzymes

During the last three decades, amylases have been exploited in the starch-
processing industry, replacing acid hydrolysis in starch hydrolysates produc-
tion. These enzymes are also used for removing starch from beer, fruit juices,
clothes, or porcelain. Thermostable pullulanase is another starch-hydrolyzing
enzyme used widely for the debranching of amylopectin. A new and recent
application is to use maltogenic amylase as an antistaling agent, to prevent
starch retrogradation in bakery products. Only one type of starch-modifying
enzyme has found its way into the commercial market: cyclodextrin
glycosyltransferase, either for cyclodextrins production in non-food applica-
tions, or for starch hydrolysis during the saccharification process. Other starch-
modifying enzymes, e.g., amylomaltase and branching enzyme, are not yet used
industrially, although potentially interesting applications have been described
in patents and scientific literature (26,27).

Lipases are not only capable of hydrolyzing the ester bonds of water-
insoluble substrates at the interface between substrate and water, but also cata-
lyze the reverse reaction (ester synthesis) in nonaqueous systems. Since lipases
can evidently catalyze many different reactions, they have been widely used
in industrial applications, such as foods, chemicals, pharmaceuticals, oil
de-esterification, digestive aids, industrial detergents, and so on (39). When
used as ingredients in laundry detergents, lipases that are stable at pH 10.0–
11.0 from 30 to 60 C in presence of surfactants are preferred (30). Recently,
lipase-catalyzed esterification reactions have growing importance due to the
numerous products that can be obtained, e.g., monoacylglycerol, flavor esters,
or surfactants esters (40).

Advances in analytical techniques have demonstrated that proteases con-
duct highly specific and selective modifications of proteins, such as activation
of zymogenic forms of enzymes by limited proteolysis, blood clotting and lysis
of fibrin clots, and processing and transport of secretory proteins across mem-
branes. The current estimated worldwide yearly sales of industrial enzymes is
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US $1 billion; hydrolytic enzymes account for 75% of this. Proteases represent
one of the three largest groups of industrial enzymes, accounting for nearly
60% of the worldwide enzymes market (36). Yeast extracellular proteases are
of particular interest because of their direct commercial applications, and their
potential use in expression systems for heterologous proteins production.
Yarrowia lipolytica XPR2 promoter and some parts of the XPR2 gene that pro-
vide secretory and processing signals have been used in constructs to direct the
synthesis and secretion of prochymosin, human anaphylatoxin C5a, porcine
a1-interferon, invertase, tissue plasminogen activator, and hepatitis B virus
middle surface antigen (41–44). Extracellular proteases produced by Candida
albicans and by some species of Aspergillus have received special attention for
their role in pathogenesis (45).

The objective of this chapter is to describe techniques to qualify and quan-
tify enzymatic activities (amylases, lipases, and proteases) involved in yeast’s
colonization of different habitats.

2. Materials
2.1. Strains

Yeasts to be tested may be isolated and characterized from different niches:
nature (e.g., plant surfaces, plant-root environment, decaying wood), manufac-
tured (e.g., cheese surfaces, fermenting grape must, ripening fruits), or from
specific cultures collections (see Note 1).

2.2. Media

1. General growth media: MYGP: 3.0 g/L malt extract, 3.0 g/L yeast extract, 5.0 g/L
peptone, and 20 g/L glucose. YPD: 10 g/L yeast extract, 20 g/L peptone, and 20
g/L glucose. pH is adjusted with 1 M HCl to 4.5.

2. Medium for a-amylase production: 10 g/L yeast extract, 0.6 g/L MgCl2, 0.1 g/L
CaCl2, and 10 g/L soluble starch. All components should be dissolved in 0.2 M
acetate buffer, pH 5.5, before autoclaving.

3. Medium for amylase activity determination: 10 g/L RBB-starch (prepared as in
Subheading 3.1., item 2), commercial nutrient agar. pH adjusted to 4.5 with 0.1
M H2SO4.

4. Media for lipase secretion. YPDH: 10 g/L yeast extract, 10 g/L bacto-peptone, 10
g/L glucose, and 10 g/L olive oil. YTDH: 10 g/L yeast extract, 10 g/L bacto-
tryptone, 10 g/L glucose, and 50 g/L olive oil (46,47). Media are buffered with
50 mM phosphate buffer, pH 4.5.

5. Medium for protease activity detection: 10 g/L glucose, 7 g/L yeast nitrogen base
(YNB), and 20 g/L agar.

6. Casein growth medium: 10 g/L casein; 10 g/L glucose; 1 g/L yeast nitrogen base
(YNB) without amino acids, and 0.66 g/L (NH4)2SO4.
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2.3. Solutions and Devices

2.3.1. Amylase Activity Determination in Liquid Extract

1. Buffer solutions: 100 mM sodium-acetate (NaOH-CH3COOH) buffer (AcB), pH
5.0, or citric acid–Na2HPO4 buffer (CPB), pH 3.0 or 4.5, maintained at 4 C (see
Note 2).

2. Substrate for a-amylase activity (AAase) determination: solution of 10 g/L
soluble starch in AcB, pH 5.0, or CPB, pH 3.0 or 4.5 (see item 1 of this list).

3. Somogyi reagent (48).
4. Nelson reagent (49).
5. Glucose stock solution: 2.0 g/L anhydrous glucose, in the buffer used.

2.3.2. Amylase Activity Detection in Solid Medium

1. Remazol brilliant blue (RBB): 10 g/L RBB in water.
2. Corn starch.
3. Na3PO4.
4. (NH4)2SO4.
5. Methanol.

2.3.3. Lipase Esterification Activity

1. Butyric acid.
2. Butanol.
3. n-Heptane.
4. Stock solution: 1.35 mL butyric acid (0.16 M) and 2.7 mL butanol (0.33 M) in

85.95 mL n-heptane (butyric acid, butanol, and n-heptane are distilled once before
use).

5. Methanol.
6. 0.02 M NaOH in water.
7. Phenolphthalein.

2.3.4. Hydrolytic Lipase Activity

1. 0.1 M McIlvaine’s buffer solution (citric acid–Na2HPO4, pH 7).
2. SB solution: 20 g/L sodium benzoate in buffer.
3. 5 g/L Gum acacia in ethanol.
4. SDS solution: 100 g/L sodium dodecyl sulphate (SDS) solution in water.
5. 0.33 M Tributyrin emulsion is prepared in phosphate buffer. SB solution is used

as a preservative, and acacia gum is used as an emulsifying agent. SDS solution
50 mL is also added.

2.3.5. Proteinase Detection in Liquid Medium

1. Buffer: 0.1 M Na2HPO4–citric acid, pH 3.2.
2. Acid-denatured hemoglobin: It is prepared by adjusting a solution of bovine

hemoglobin (1 g/20 mL) to pH 3.2 with 0.3 M HCl. The solution is made up to
100 mL with 0.066 M sodium citrate buffer (pH 3.2).
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3. 0.5 g/L trichloroacetic acid (TCA) in water.
4. Lowry reagent (50).
5. Folin reagent (50).
6. Ciocalteu’s phenol reagent (50).
7. Tyrosine standards: they are prepared in the buffer used.

2.3.6. Proteolytic Activity in Solid Medium

1. Buffer A: 24 g/L KH2PO4 and 35 g/L Na2HPO4•7H2O.
2. Citrate-phosphate buffer 0.05 M, pH 3.5.
3. Skim milk solution: 100 g/L skim milk powder in citrate-phosphate buffer (0.05

M, pH 3.5).
4. 1 N HCl.

3. Methods
All crude extracts employed for enzymatic determinations must be stored at

4 C for short periods or at –22 C (in freezer) for long periods.

3.1. Amylase Activity Assays

3.1.1. a-Amylase Activity Determination in Liquid Extract

1. a-Amylase (AAase) activity is determined in culture extracts of solid-state fer-
mentations, culture filtrates, or supernatants of liquid fermentations. If enzymes
are obtained from liquid fermentations, yeasts are grown overnight at 25 –30 C
in 20 mL YPD (see Subheading 2.2., item 1), then inoculated into 250-mL Er-
lenmeyer flask containing 50 mL of culture medium for a-amylase production
(see Subheading 2.2., item 2) and incubated at 30 C in a rotary shaker (250
rpm). Cells are harvested by centrifugation after an overnight. Crude supernatant
may be concentrated or partially purified by ultrafiltration.

2. The enzymatic reaction is run in test tubes containing 450 mL of starch solution
(see Subheading 2.3.1., item 2)—keeping the test tubes in crushed ice bath—
and 50 mL of enzyme sample.

3. Each sample needs a proper blank with starch solution and without the enzyme.
4. Test tubes are incubated 30 min at 37 C in water bath.
5. The reaction is stopped by cooling the tubes in an ice-water bath (10 min).
6. 50 mL of enzyme sample is added to the blank tubes.

Reducing groups released from the starch can be quantified by the Somogyi
method (48) as follows:

1. Keeping the tubes in ice-water bath, add 500 mL of Somogyi reagent.
2. Heat the tubes for 10 min in a boiling-water bath and cool in ice-water bath.
3. Mix with 500 mL of Nelson reagent at room temperature.
4. Allow to stand 30 min at room temperature, then add to each tube 4500 mL of

water.
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5. Measure absorbance at 660 nm against a colorimetric reaction blank, replacing
the sample and the starch solution by 500 mL of the buffer used in the enzymatic
reaction (AcB or CPB) (see Subheading 2.3.1., item 1).

6. The equivalent reducing amount of the samples is determined from a standard
curve of glucose (see Subheading 2.3.1., item 5) done up to 250 mg/L, subtract-
ing from the total absorbance the respective blank sample absorbance.

One unit of AAase activity is the activity that liberates reducing groups
equivalent to 1 mmol of glucose per minute, under the conditions of the assay.

3.1.2. Amylase Activity Detection in Solid Medium (Plate Method)

Remazol brilliant blue (RBB)–starch is prepared as follows:

1. Corn starch (5 g) is suspended in 50 mL water (60 C) with vigorous stirring. To
this, 100 mL RBB solution (Subheading 2.3.2., item 1) is added.

2. Add 8 g (NH4)2SO4, and stir at 60 C for 30 min, until complete dissolution.
3. The dye is fixed to the corn starch by the addition of 1 g Na3PO4.
4. The mixture is maintained at 60 C for 2 h with continuous stirring.
5. Insoluble dyed RBB-starch is collected by centrifugation and washed with water

(55 C) until the supernatant is clear, and then washed with methanol twice.
6. The powder is dried and stored under desiccation at room temperature.
7. Petri dishes with the described medium (see Subheading 2.2., item 3) are seeded

and incubated at 30 C for 48–72 h.
8. Amylase production is detected by the disappearance of the color of the blue

starch around microbial colonies (51).

3.2. Lipase Activity Assays

3.2.1. Esterification Activity Measurements

1. Yeast are grown overnight at 25 C in 10 mL MYGP (YPD may be used) (see
Subheading 2.2., item 1). Then the cells are transferred into 250-mL Erlenm-
eyer flask containing 50 mL YPDH or YTDH medium (see Subheading 2.2.,
item 4). Cultures are incubated at 30 C in a rotary shaker (250 rpm) and cells are
harvested by centrifuging after 24 h. Crude supernatant may be concentrated or
partially purified by ultrafiltration.

2. Lipase detection is set up in 50 mL stoppered conical flasks containing 3 mL
stock solution (see Subheading 2.3.3., item 4) with the appropriate quantity of
the lipase extract.

3. Flasks are incubated at 30–60 C in a shaking water bath for 120 min.
4. 1 mL Methanol is added and the flask content is immediately titrated with NaOH

(Subheading 2.3.3., item 6) using phenolphthalein as an indicator.
4. A blank flask with 3 mL of stock solution without enzyme is titrated as men-

tioned above to determine the total acid content of the reaction mixture.
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Butanol does not react with butyric acid in the absence of lipase within the 2
h employed for measuring the activity. The esterification activity is determined
by the following relationship:

Esterification activity = 
V M

E T

¥ ¥
¥

100
 units [1]

V = difference in volume (mL) of NaOH between the blank and the samples, which is
a measure of the butyric acid consumed due to esterification

T = period of incubation

M = molarity of NaOH

E = amount of the enzyme employed (mg) (or mL if samples are liquid)

One unit of esterification activity is defined as 1 mmol butyric acid con-
sumed in the esterification reaction per min per mg (or mL) lipase (52).

3.2.2. Hydrolytic Lipase Activity Measurements

1. 4 mL Tributyrin (see Subheading 2.3.4., item 5) and 8 mL McIlvaine’s buffer
(see Subheading 2.3.4., item 1) mixture is incubated with the respective lipase
extract (8 mL) at 50 C and agitated at 175 rpm.

2. A blank is also tested in the absence of enzyme. Samples are withdrawn at inter-
vals of time. The hydrolytic activity is determined from Eq. 1 (see Subheading
3.2.1.), where V is now the measure of the butyric acid released due to hydrolysis.

One unit of hydrolytic activity is defined as 1 mmol butyric acid releases per
min per milligram or milliliter lipase (see Note 3).

3.3. Protease Activity Assays

3.3.1. Protease Activity Determination in Liquid Extract (19,53)

3.3.1.1. PREPARATION OF CRUDE ENZYME SOLUTION

Yeasts are grown overnight at 25 C in 10 mL MYGP (YPD may be used)
(see Subheading 2.2., item 1). Then the cells are inoculated into a 250-mL
Erlenmeyer flask containing 50 mL casein growth medium (see Subheading
2.2., item 6). Cultures are incubated at 30 C in a rotary shaker (120 rpm) and
yeasts are harvested by centrifuging after 3 d. Crude supernatant may be con-
centrated or partially purified by ultrafiltration.
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3.3.1.2. ASSAY PROCEDURE

Proteolytic activity must be measured by the hydrolysis of acid-denatured
hemoglobin (see Note 4).

1. One mL of enzyme solution is incubated with 2 mL acid-denatured hemoglobin
(see Subheading 2.3.5., item 2) for 60 min at 37 C.

2. The reaction is stopped by adding 5 mL of TCA (see Subheading 2.3.5., item 3).
3. After 30 min at room temperature the mixture is centrifuged at 75g, 20 min, to

remove any precipitates.
4. One mL of supernatant is then mixed with 5 mL Lowry reagent.
5. After 10 min of reaction, 0.5 mL of Folin and Ciocalteu’s phenol reagent (1:1) is

added to the solution and allowed to react 30 min.
6. Intensity of blue color is read at 700 nm in a spectrophotometer.
7. Blanks are prepared by adding TCA (see Subheading 2.3.5., item 3) before the

addition of the enzyme.
8. A calibration curve is prepared using different concentrations of tyrosine (see

Subheading 2.3.5., item 7).

Protease activity is expressed as mmol of tyrosine produced per milliliter
crude enzyme per minute of incubation.

3.3.2. Plate Method for Proteolytic Activity Detection

Proteolytic activity is tested on two different substrates: casein and gelatin.
A modification of the method proposed by Bilinsky et al. (54) is employed.

1. Filter-sterilized buffer A (60 mL) (see Subheading 2.3.6., item 1) is added to 70
mL skim milk powder in citrate-phosphate buffer (see Subheading 2.3.6., items
2 and 3) and autoclaved at 100 C for 10 min.

2. The resulting mixture is combined with 480 mL of an autoclaved agarized pro-
tease-detection medium (see Subheading 2.2., item 5) (see Note 5). Plates seeded
with a loopful of yeasts are incubated at 28 C for 2 d and the presence of clear
zones is observed.

3. In the same way, gelatin agar plates may be prepared, replacing skim milk with
15 g/L gelatin. Plates are incubated at room temperature for 10 d, and gelatin
breakdown is observed as the emergence of a clear zone around the colonies.

4. Addition of HCl (see Subheading 2.3.6., item 4) (acetic acid, 50 g/L, also may
be used) highlights the hydrolysis zone (19,54).

4. Notes
1. Examples of yeast strains having amylolytic activity are Saccharomycopsis

fibuligera (55), Schwanniomyces alluvius, Candida tsukubaensis (56), and
Lipomyces starkeyi (57). Some yeast species producing proteolytic activity are
Yarrowia lipolytica (44), Saccharomycopsis fibuligera (36), Phaffia rhodozyma
(58), Candida tropicalis, and C. albicans (59–61). Distinct yeasts can secrete
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lipolytic enzymes, e.g. Candida rugosa (62), C. antarctica (63), Yarrowia
lipolytica (46), and so on.

2. Most of the polymeric substrate-degrading enzymes act at acidic pH, but it is
possible to find enzymatic activities at other pH values. Buffers and temperatures
suggested here are only a general orientation in searching for optimum enzy-
matic reaction conditions.

3. As an alternative, a plate method may be used for qualitative lipase detection.
Tributyrin agar is used. The prepared nutrient agar is liquefied by heating, tribu-
tyrin is added to give a final concentration of 10 g/L, and pH is adjusted to 3.5
with 0.1 M HCl. A loopful of each yeast is inoculated onto the agar plate, which
is incubated for 2–4 d at 25 C. Hydrolysis of tributyrin is observed as a clear
zone surrounding the yeast growth on an opaque background (46,64).

4. Determinations are focused on acid proteases because many yeasts having pro-
teolytic activity are normally isolated from fruits at diverse degrees of ripeness.

5. For detection of proteases that can be repressed by readily utilizable nitrogen
sources, YNB without amino acids may be used instead of the standard YNB.
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1. Introduction
Plant cell walls give plants shape and support, help to regulate physiological

processes including defense responses, and act as physical barriers to pathogen
invasion. Most plant pathogens produce an array of enzymes capable of
degrading plant cell-wall components (1,2).

Phytopathogenous fungi use different mechanisms to breach the surface of
the host plant. Fungi penetration requires contact and adherence of spores and/
or the first hypha resulting from germination (germination tube) to the vegetal
surface. To penetrate the host, fungi must excrete enzymes like cutinases and
esterases that alter the vegetal surface and facilitate fungi adherence.

Plant diseases produced by phytopathogenic fungi are due to the individual
or combined action of four mechanisms (2):

1. Synthesis and liberation of enzymes that degrade the cell wall, such as
polygalacturonases, pectin lyases, hemicellulases, and cellulases. Sometimes they
are liberated sequentially. These enzymes degrade the pectic substances that bind
together the cell walls in parenchymatic tissues; as a result, fibers are bound more
loosely, the cell wall is degraded, and the cells die.

2. Toxin production by fungi. These toxins are non-enzymatic products. They have low
molecular weight and interfere with plant metabolism or affect the normal struc-
ture of protoplasm. Toxins are characterized in two categories: specific host tox-
ins, which show the same specificity as the pathogen; and nonspecific host toxins,
where the pathogen is not specifically related with the host plant, so symptoms
are not specific.
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3. Synthesis and liberation of products that produce interference with the normal
control of growth and development. Many pathogenic conditions produced by
fungi (dwarfism, elongation, cellular proliferation, and so on) are similar to those
produced by hormonal disorders.

4. Growth of the fungus in the normal movement of water, nutrients, and metabo-
lites.

Despite the importance of these four mechanisms, the scope of this chapter
is limited to the first one.

The plant cell wall is a complex insoluble matrix highly recalcitrant to bio-
logical degradation. Thus, microbial enzymes that attack it need to be in inti-
mate and prolonged contact with this composite structure. To facilitate this
interaction, plant cell-wall hydrolases expressed by aerobic microorganisms
are generally modular in structure, comprising a catalytic module appended to
one or more noncatalytic carbohydrate-binding modules (CBMs). Based on
primary structure similarities, CBMs have been grouped into 27 families. Most
of the CBMs bind to cellulose, xylan, chitin, or starch (3). On the other hand,
microbial plant cell-wall hydrolases recycle photosynthetically fixed carbon.
This is a pivotal biological process, an integral part of one of the major
geochemical cycles in the biosphere. This process is also of considerable indus-
trial importance, as it releases annually 10–11 t/yr of monosaccharides that
could be exploited in the chemicals and fuel industries.

Lignocellulose, the most abundant renewable resource in nature, is com-
posed of three major structural polymers: cellulose (a homopolymer built of
D-glucosyl residues), hemicellulose (a group of heteropolymers that includes
xylans and mannans), and lignin (a complex polyphenolic polymer). The main
carbohydrate constituents of lignocellulosic material—i.e., cellulose, mannan,
and xylan—consist of principal chains of b-1,4-linked pyranosyl units that can
be variously substituted. These b-1,4-glycosidic bonds within the polysaccha-
ride backbones are respectively hydrolyzed by cellulases, mannanases, and
xylanases, the synthesis of which is usually subjected to induction and/or cata-
bolic repression.

Polysaccharides are far too large to pass through cell membranes and trigger
the response in a microbial cell leading to enhanced synthesis of endogly-
canases. It is generally accepted that low-molecular-mass soluble catabolites
can easily enter the cell, signal the presence of an extracellular substrate, and
provide the stimulus for the accelerated synthesis of the respective enzymes
(4). Such catabolites are usually released from polymeric compounds by the
action of low, constitutive amounts of these hydrolases.

It is known that many fungi produce extracellular hydrolytic enzymes with
different kinetic and physicochemical properties, depending on growth method
(submerged or solid-state culture). Presumably, the regulatory mechanisms of
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extracellular enzyme production are different (5,6). Solid-state culture is close
to the natural mode of growth of most fungi on vegetal substrates. Therefore,
some characteristics of phytopathogenesis may be inferred from this technique.

The concept that extracellular enzymes of fungi can degrade physical barri-
ers during the invasion of a host has been controversial. There is some evi-
dence for their role in pathogenesis, including the correlation between the level
of such enzymes and virulence; immunocytochemical evidence for secretion
of enzymes during infection, protection of the host by inhibition of enzymes
with selective inhibitors or specific antibodies, and enhancement of virulence
by gene transfer. These facts have been challenged on the basis of the results of
disruption experiments on genes that encode cutinase and cell-wall-degrading
enzymes. However, highly pathogenic fungi usually have multiple genes
encoding enzymes that degrade the polymer barriers of the host, and some of
them may be expressed only in the host (7,8). For example, Nectria
hematococca (a plant pathogen) infects pea plants and produces several pec-
tin-degrading enzymes, presumably to help penetration of cell-wall carbohy-
drate barriers in the host during infection. Such enzymes include endopectate
lyases that are encoded by at least four pectate lyase (PL) genes (pel) (7).
Another example is the tomato vascular wilt pathogen Fusarium oxysporum f.
sp. lycopersici, which produces an array of pectinolytic enzymes that may con-
tribute to penetration and colonization of the host plant (8). The soilborne plant
pathogen F. oxysporum causes vascular wilt disease in a wide variety of crops
(8). It produces diverse extracellular cell-wall-degrading enzymes, including
xylanases, cellulases, proteases, pectate lyases, and exo- and endopolygalac-
turonases, which contribute to the degradation of structural barriers constituted
by plant cell walls (9).

Fungal plant pathogens also produce a film involved in their invasion strat-
egy, and present different kinds of enzyme activities. Botrytis cinerea, an
important fungal plant pathogen, produces an extracellular matrix (ECM), or
unsheathing film, that serves partially in the attachment of its germlings. Iso-
lated ECM exhibited polygalacturonase and laccase activity and was able to
catalyze the hydrolysis of p-nitrophenyl butyrate, a model substrate for assess-
ing cutinase activity. Cellulase, pectin lyase, and pectin methyl esterase activi-
ties were noted with both heated and unheated ECM preparations (10). Conidia
of B. cinerea, the primary inoculum source, first attach the substrate by a hydro-
phobic interaction that is easily disrupted, and then, upon germination, attach
strongly through secretion of ECM (11). ECM, also referred to as an unsheath-
ing film or fungal sheath, is secreted by germ tubes and appressoria but not by
conidia themselves (11). ECM is very resistant to removal from various sub-
strata, brief exposure to a solution of strong base being the only known chemi-
cal treatment that can cause detachment of germlings (11).
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Extracellular enzymes that degrade physical barriers of the host may be suit-
able targets for antifungal therapy (7).

Active plant defense responses include the rapid death of the plant cells that
first come into contact with the pathogen (hypersensitive response), a rapid
oxidative burst, cross-linking and strengthening of plant cell wall, the induc-
tion of the phenylpropanoid pathway and synthesis of lignin, synthesis and
accumulation of antimicrobial compounds called phytoalexins, and synthesis
of hydroxyproline-rich glycoproteins and fungal-wall-degrading enzymes
(chitinases, glucanases). Other molecules, called elicitors, have been shown to
induce defense responses when applied to plant tissues (12–14).

Hydrolytic enzymes secreted by fungi are also involved in fungus–fungus
interaction. Mycoparasitism is a general term to describe the multistep degra-
dation and final assimilation of phytopathogenic fungi. Since this, process
requires the degradation of the cell wall of the fungal host, hydrolases secreted
by fungi such as Trichoderma (including chitinases and b-glucanases) have
been considered major determinants of biocontrol activity. While it has now
become increasingly evident that biocontrol is the result of various cellular
activities and not only enzymatic hydrolysis, recent findings clearly indicate
that particularly chitinases play a major role (15).

1.1. Cell-Wall Components and Related Enzymes

Cellulose is a linear, essentially insoluble b-1,4-glucosidically linked
homopolymer of approx 8000–12,000 glucose units. It is used as an energy
source by numerous and diverse microorganisms, including fungal plant patho-
gens, which produce functionally complete cellulase enzyme systems. Induc-
ible cellulases of the saprophytic fungus Trichoderma reesei are among the
best characterized systems. They consist of at least two 1,4-b-D-glucan
cellobiohydrolases, four endo-1,4-b-D-glucanases, and two 1,4-b-D-glucosi-
dases. They are formed adaptively in the presence of cellulose to synergisti-
cally cooperate in its degradation. This fungus is able to carry out efficient
hydrolysis of crystalline cellulose to glucose through the action of a number of
secreted cellulase enzymes, which can be categorized as endo- and exoglu-
canases based on their mode of action. Cellobiohydrolases (CBH) are
exoglucanases degrading cellulose sequentially from the ends of the glucose
chains, thus producing cellobiose as the major product. CBH have a central
role in the degradation of crystalline cellulose. Endoglucanases, on the other
hand, are capable of hydrolyzing only amorphous cellulose in a random man-
ner, and as a result cellooligosaccharides are produced (16).

The fungal mechanism by which an insoluble substrate triggers the forma-
tion of degrading enzymes has been a matter of speculation for three decades.
The presence of cellulases bound to the conidial surface of T. reesei has been
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demonstrated. They are essential for growing on cellulose as the sole carbon
source. There is evidence that the major role of one of these cellulases (CBH
II) is to enable the fungus to start growing on cellulose. CBH II releases small
amounts of cellobiose. This compound, directly or after further conversion,
may induce cellulase formation (17,18).

The naturally occurring lignocellulosic biomass consists of 20–30% hemi-
cellulosic materials that are heterogeneous polysaccharides found in associa-
tion with cellulose and constitute the second most abundant renewable
resource. It has high potential for degradation to useful end products (19). Xylan
is the major constituent of hemicellulose. b-1,4-xylans are heteropolysac-
charides with a homopolymeric backbone chain of 1,4-linked b-D-xylopyranose
units. O-acetyl, a-L-arabinofuranosyl, a-1,2-linked glucuronic, or 4-O-
methylglucuronic acid are the most frequent substituents in the backbone (20).

It has frequently been suggested that the catalytic mechanism of glycosi-
dases resembles that of lysozyme. The hydrolysis reaction catalyzed by
xylanases as well as cellulases proceeds through an acid-base mechanism
involving two residues. The first residue acts as general catalyst and protonates
the oxygen of the osidic bond. The second residue acts as a nucleophile that, in
the case of retaining enzymes, interacts with the oxocarbonium intermediate or
promotes the formation of a hydroxyl ion from a water molecule, as observed
for inverting enzymes. Reaction with retention of configuration involves a two-
step mechanism in which proton transfer occurs to and from an oxygen atom in
an equatorial position at the anomeric center (21).

Lignin is a three-dimensional biopolymer composed of oxygenated
phenylpropanoid units. The most common linkage between the units is an
arylglycerol-b-aryl ether or b-O-4 bond. Degradation of recalcitrant lignin is
an oxidative and nonspecific process carried out by white-rot basidiomycetes,
including the best-known ligninolytic organism, Phanerochaete chrysosporium
(22). The most prominent enzymes associated with lignin degradation are lig-
nin peroxidase (LiP) and manganese-dependent peroxidase (MnP), as well as
laccases and H2O2-producing oxidases (22,23). Some fungi lack one or more
of these enzymes, suggesting that there is more than one mechanism for fungal
degradation of lignin. The fact that different fungal species produce the same
type of ligninolytic enzyme, such as laccase, with different properties further
complicates the degradation mechanism.

In structural terms, laccases are either monomeric or multimeric copper-
containing glycoproteins, which may exhibit additional heterogeneity owing
to variable carbohydrate content, differences in copper content, or because
laccases are expressed as the products of multiple genes. The highest redox
potential of laccases reported so far is approx 0.8 V, too low to oxidize
nonphenolic lignin substructures. However, laccase can oxidize some com-
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pounds with redox potentials above 0.8 V, such as 1-hydroxybenzotriazole
(HBT) (24). Furthermore, laccases represent an interesting enzyme family that
exhibits rather broad (or “relaxed”) substrate specificities, which may be
expanded by inclusion of redox mediators into their reaction mixtures (25–27).
These enzymes are also involved in different aspects of fungal physiology
(breakdown of plant polymers, detoxification of phenolic compounds, conidial
pigmentation, morphogenesis, and pathogenesis) (28).

Pectic substances occur as structural polysaccharides in the primary cell
walls and middle lamella of higher plants. Pectin is a complex hetero-
polysaccharide (molecular weight 30,000–300,000) composed mainly of
D-galacturonic acid residues joined by a-1,4 linkages forming homogalac-
turonan chains. This backbone structure (“smooth regions”) alternates with
branched regions (“hairy regions”) composed of rhamnose, arabinanes, and
arabinogalactanes as side chains. Carboxyl groups of pectin are partially
methyl-esterified, and hydroxyl groups are sometimes partially acetylated (29).
Enzymatic pectin degradation involves a group of enzymes called pectinases:
pectin methyl esterase (PME) (pectinesterase, pectase), which removes
methoxyl groups; pectin lyase (PL), which cuts the internal glycosidic bond of
highly esterified pectic polymers by a b-elimination reaction; and poly-
galacturonases (PGs), which hydrolyze polygalacturonic acid. Endo-PG cata-
lyzes the hydrolysis of 1,4-a-D-galacturosiduronic linkages between two
nonmethylated galacturonic acid residues, while exo-PG removes terminal resi-
dues. Lyases also present as endo-acting (cleave randomly) or exo-acting
(cleave at the extremities) on the appropriate polymers. Rhamnogalacturonase
specifically cuts rhamnose side chains. Rombouts and Pilnik (30) and Sakai et
al. (1993) (29) reported on different aspects of pectic substances and pectic
enzymes.

There have been preliminary reports of the involvement of fungal PG in
phytopathogenesis (ability to cause disease) or virulence (level of disease
induced), but only indirect evidence could be provided. Even in the nonpatho-
genic Aspergillus nidulans, a phytopathogenic potential could be observed
when PG synthesis is induced. In several model systems, PG activity in planta
is correlated with disease severity in the host (Fusarium solani, F. oxysporum).
Aspergillus flavus harbors two glucose-repressible and one constitutive endo-
PG gene. The expression of one of the glucose-repressible genes (pecA) could
be required for the invasiveness and thus pathogenicity of the fungus. Further-
more, an elevated level of PG (among other enzymes) was found in aggressive
versus nonaggressive strains of the rapeseed pathogen Phoma lingam. An
inverse correlation has, however, been observed in Leptosphaeria maculans
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(teleomorph of P. lingam): less virulent isolated strains exhibited a higher activ-
ity in cell-wall-degrading enzymes than highly virulent strains.

Although genetic approaches available today could help to demonstrate
more directly that PG serves as a virulence factor, there is still significant con-
troversy over the role of PG in fungal virulence and the infection process. Direct
demonstration of the involvement of PG—as one of several virulence factors—
requires the application of recombinant genetic techniques such as targeted
gene deletion and deregulated overexpression of a single gene (31).

When fungi are grown on plant cell-wall material in vitro, pectic enzymes
are invariably the first enzymes to be secreted, followed by hemicellulases and
cellulases. The action of pectic enzymes, and in particular of endopolygalac-
turonase on cell walls, appears to be a prerequisite for wall degradation by
other enzymes. Only after pectic enzymes have acted on their substrates does
the cellulose-xyloglucan framework—which is normally embedded in the pec-
tin matrix—become accessible, and inducers for cellulase and hemicellulase
can be released. Endopolygalacturonases exhibit a great variety of isoenzy-
matic forms. The molecular basis of this polymorphism has been elucidated for
only a few enzymes (13). For example, endopolygalacturonase secreted by the
phytopathogenic fungus Fusarium moniliforme consists of four molecular mass
glycoforms derived from a single endopolygalacturonase gene product. Puri-
fied pectic enzymes capable of cleaving the a-1,4-glycosidic bonds of
homogalacturonan in an “endo” manner cause plant tissue maceration (cell
separation) (13).

Sakai and Okoshima (32) and Sakai and Sakamoto (33) isolated different
microorganisms able to produce enzymes that attack protopectin (the water-
insoluble precursor of pectin found in plant tissues), releasing (or solubilizing)
water-soluble pectin, with the resultant separation of the plant cells from each
other. A long time ago, the term protopectinase (PPase) was tentatively applied
to these enzymes (34). Nowadays, PPase is considered a synonym for a pectin-
releasing or pectin-solubilizing enzyme.

Studies of lignin biodegradation are also of great importance for possible
biotechnological applications, because lignin polymers are a major obstacle to
the efficient utilization of lignocellulosic materials in a wide range of indus-
trial processes (35). Delignification of lignocellulosic materials by white-rot
fungi is, for example, of great interest and has been investigated to improve the
digestibility of wood or straw for animal feed (36) and to reduce costs for the
pulp and paper industry (37,38). Annual plants, such as cereal straw, could
serve as alternative types of raw materials for papermaking, and if they were
pretreated with selective lignin degraders or enzymes derived from them, the
use of such plants could save both forest resources and energy in pulp refining (38).
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Xylanases receive considerable attention because of their application in
biobleaching of pulp in the paper industry, wherein enzymatic removal of xylan
from lignin–carbohydrate complexes facilitates the leaching of lignin from the
fibrous cell wall, obviating the need for chlorine for pulp bleaching in the
brightening process (39,40). They also have applications in the pretreatment of
animal feed to improve its digestibility (19).

As cellulose is the most abundant renewable resource, enzymatic conver-
sion of cellulosic materials to glucose is a very promising process. Enzymatic
hydrolysis has the advantage of being energy sparing and avoids the use of
toxic substances or corrosive acids because of the relatively mild reaction con-
ditions. Therefore, cellulose hydrolysis catalyzed by cellulase has been widely
investigated (40). Today several commercial preparations are available for
biostoning and biofinishing of cotton fabrics. Many of them are based on T.
reesei cellulases (16).

Commercial pectinases (containing diverse mixtures of pectin-degrading
activities) are mostly used in food industries, like fruit-juice processing (in
reduction of turbidity, prevention of cloud formation, cell maceration, and so
on) or wine production, sometimes combined with cellulases. Another applica-
tion is in the cosmetics industry. Only a limited number of microorganisms
(with GRAS status) are available for application in foods and cosmetics. This
concept must be applied to other enzymes described in this chapter. Pectinases
also play an important role in the retting process of some textile fibers produc-
tion. Protopectinases are employed for cell maceration and in pectin produc-
tion, because they are pectin-liberating enzymes. Detailed information on
commercial production of pectinases is confidential and not released by the
producers (29,30).

The objective of this chapter is to introduce readers to studies of relevant
enzymes involved in plant infections by filamentous fungi. It describes the
methodology to determine enzymatic activities, but enzyme purification and
characterization is not included.

2. Materials

2.1. Strains

Pathogenic filamentous fungi can be isolated from infected plants or
obtained from fungal collections. Reference strains must be previously assayed
and generally are from culture collections suppliers (see Note 1).

2.2. Media and Culture Conditions

Media and culture conditions to be used must correspond to the specific
microorganism and products to be obtained. Liquid cultures are used most often



Enzymes Produced by Phytopathogenic Fungi 307

because they are easily manipulated and controlled. Solid-state fermentations
are also increasingly used. Solid-state media need nutrients and support (some-
times the solid support is also the carbon and nitrogen source).

The following media are examples:

1. Medium for spores production: commercial PDA (potato-glucose agar) or Czapek
can be used. Cultures are incubated at 25–30 C; incubation period depends on
the strain.

2. Propagation medium for cellulolytic fungi: 3.0 g/L (NH4)2SO4, 2.0 g/L KH2PO4,
1.0 g/L yeast extract. Carbon sources for cellulase production are: carboxym-
ethyl cellulose (CMC) sodium salt and pretreated or untreated lignocellulosic
substrate (wheat straw, wheat bran, waste newspaper, and so on). Endoglucanase
formation is induced by 0.5 g/L sophorose. Conidia for preparation of the inocu-
lum are obtained by growing the fungus (e.g., T. reesei) on potato-dextrose agar
at 30 C for 7 d. Cultivation is carried out in 1-L Erlenmeyer flasks containing
250 mL of the respective medium, inoculated with 1.6 ¥ 105 spores/mL and incu-
bated at 30 C on a rotary shaker operating at 250 rpm (18,42).

3. Propagation medium for xylanolytic fungi: 0.5 g/L MgSO4•7H2O, 0.5 g/L
Ca(NO3)2, 0.5 g/L KH2PO4, 1.0 g/L yeast extract, and traces of FeSO4•7H2O.
Adjust pH to 6.5. Autoclave 15 min at 121 C. The medium must be supplemented
with either xylan (10.0 g/L), extracted hemicellulose (10.0 g/L), wheat straw
(50.0 g/L), or rice husk (50.0 g/L) (43). Flasks are incubated at 30 C.

4. Medium for xylanase activity determination: 20.0 g/L agar, 1.5 g/L birchwood
4-O-methyl glucuronoxylan, covalently linked to Remazol Brilliant Blue R dye,
6.7 g/L yeast nitrogen base (YNB) without amino acids, 2.0 g/L D-L-asparagine,
and 5.0 g/L KH2PO4.

5. Medium for laccase production: 40 g/L glucose, 7 g/L glycerol, 0.5 g/L L-histi-
dine, 0.1 g/L CuSO4, 1.8 g/L NaNO3, 1.8 g/L NaCl, 0.5 g/L KCl, 0.5 g/L
CaCl2•H2O, 0.05 g/L FeSO4•7H2O, 1.0 g/L KH2PO4, and 0.5 g/L MgSO4•7H2O.
Adjust pH to 5.0. For routine enzyme production in shake flasks, 100 mL of this
medium in 500-mL wide-mouthed Erlenmeyer flask is inoculated with 10% (v/v)
fungal spore suspension and incubated for up to 19 d at 24 C on a shaker at 250
rpm. Xylidine (2.5–10 mM), a putative laccase inducer, is added to culture
medium to study its inductive effect on laccase production.

6. Medium for ligninolytic enzyme production by Trichophyton rubrum (44): 30.0
g/L glucose, 10.0 g/L peptone, 1.5 g/L KH2PO4, 0.5 g/L MgSO4•7H2O, 0.020 g/L
CuSO4•7H2O, and 0.002 g/L thiamine-HCl. Adjust pH to 5.0.

7. Basal mineral medium for pectinase production: 1.3 g/L KH2PO4, 0.60 g/L
Na2HPO4, 0.75 g/L (NH4)2SO4, 0.25 g/L urea, 0.30 g/L MgSO4, and 0.30 g/L
CaCl2. As carbon source, 20.0 g/L pectin is added. The initial pH of the medium
is adjusted to 5.0–5.5 by addition of 0.1 M H3PO4 or 0.1 M NaOH. If necessary,
15.0 g/L agar is added. The medium is sterilized in autoclave at 121 C for 30
min. Culture flasks are grown in a shaking incubator at 25–30 C (see Note 2).
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8. Medium for solid-state cultivation: wheat bran, humidified to approx 50–60% (w/w)
with distilled water or with 0.15 N HCl. Instead of water or 15 N HCl, wheat bran
may be humidified with a similar mineral medium to that previously detailed (see
Subheading 2.2.7.). Initial pH and moisture content also depend on the require-
ments of the strain employed. The medium is sterilized at 121 C for 15 min,
cooled, and inoculated with a spore suspension. Cultures are carried out in Petri
dishes, flasks, packed-bed columns, or rotary-drum fermentors (see Note 3).

2.3. Solutions, Substrates, and Equipment

Enzyme solution is the aqueous (or buffered) extract of solid-state fermen-
tations or culture filtrates of liquid fermentations, obtained according to Sub-
headings 3.1. or 3.2.

2.3.1. Cellulase Activity (Endo-b-1,4-Glucanase) Determination

1. Na-citrate buffer: 0.05 M NaOH-citric acid, buffered to pH 4.8.
2. Cellulosic substrate: 20.0 g/L carboxymethyl cellulose (CMC) sodium salt

(ultralow viscosity) in Na-citrate buffer (see item 1 of this protocol).
3. Glucose stock solution: 2.0 g/L anhydrous glucose.
4. DNS reagent (45): 1.416 mL distilled water, 10.6 g 3-5 dinitrosalicylic acid, and 19.8

g NaOH. These components are dissolved completely. Add 306.0 g Na-K-tartrate,
7.6 g phenol (water saturated), and 8.3 g Na-metabisulfite. Titrate 3 mL with 0.1 N
HCl (they must consume 5–6 mL). Phenolphthalein is used as an indicator.

2.3.2. Paper Assay for Saccharifying Cellulase (FPU Assay)

1. Substrate for FPU assay: Whatman No. 1 filter paper strip, 1.0 ¥ 6.0 cm (approx
50 mg).

2. Buffer for FPU assay: Na-citrate (see Subheading 2.3.1., item 1).
3. DNS reagent, prepared as outlined in Subheading 2.3.1., item 4.
4. Deionized or distilled water.
5. Glucose stock solution: 2.0 g/L anhydrous glucose.

2.3.3. Xylanase Activity Determination

1. Buffer: 0.025 M Na2HPO4–0.05 M citric acid, buffered to pH 5.3.
2. Substrate solution: 10.0 g/L birchwood 4-O-methyl glucuronoxylan in 0.05 M

Na-citrate buffer, pH 5.3, prepared as in Subheading 3.4., item 1.
3. Stock solution for standard curve: D-xylose in 0.05 M Na-citrate buffer as in item

1 of this protocol.
4. DNS reagent (see Subheading 2.3.1., item 4).

2.3.4. Laccase Activity–Dimerization of 2,6-Dimethoxyphenol
(2,6-DMOP) Determination

1. Buffer: 100 mM citrate-NaOH, pH 3.5.
2. Substrate: 5 mM solution of 2,6-DMOP in pH 3.5 buffer.
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2.3.5. Laccase Activity–Syringaldazine Oxidation Determination

1. Buffer: 0.1M citrate-phosphate buffer, pH 5.0.
2. Syringaldazine solution: 4-hydroxy-3,5-dimethoxybenzaldehyde azine, 2.5 M.

2.3.6. PGase Activity Determination

1. Buffer AcB: 20 mM acetate buffer, pH 5.0, maintained at 4 C.
2. Buffer CPB: 50 mM citric acid–25 mM Na2HPO4, pH 3.0, maintained at 4 C (see

Note 4).
3. Substrate: 2.0 g/L polygalacturonic acid (PGA) solution in AcB, pH 5.0, or CPB,

pH 3.0, maintained at 4 C.
4. Somogyi reagent.
5. Nelson reagent.
6. Standard curve: 0.5 g/L D-galacturonic acid monohydrate in the buffer used,

maintained in –20 C freezer, and diluted in the same buffer to set the standards.

2.3.7. Pectin Lyase Determination in Liquid Extract

1. Substrate: 10.0 g/L pectin with the pH of interest (may be 3.0, 4.5, 7.0, and so on)
in citrate-phosphate buffer.

2. Enzyme sample, dialyzed overnight against CPB or distilled water.

2.3.8. Pectinase Activity Determination

1. Buffer: see Subheading 2.3.6., item 1 and Subheading 2.3.6., item 2.
2. Substrate: 2.0 g/L polymethylgalacturonic acid (PMGA) solution in AcB, pH

5.0, or CPB, pH 3.0, maintained at 4 C.
3. Somogyi reagent.
4. Nelson reagent.
5. Standard curve: D-galacturonic acid monohydrate, prepared as described in

Subheading 2.3.6., item 6.

2.3.9. Pectinase Activity Detection in Solid Medium

1. Microbial colonies ground in Petri dishes.
2. Hexadecyltrimethylammonium bromide solution: 10 g/L hexadecyltrimethylam-

monium bromide in water.

2.3.10. Pectin Esterase Determination

1. NaOH solution: 0.1 N NaOH.
2. Substrate: 10.0 g/L citrus pectin solution in 0.1 N NaCl.
3. Phenol Red solution: 28 mL of 3.54 g/L Phenol Red in 0.01 N NaOH. Add 225

mL of distilled water.
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2.3.11. Protopectin Preparation

1. Commercial lemons.
2. Ethanol 96% (v/v), ice-cold.
3. Distilled water, cold.
4. Stainless steel sieves, meshes 10, 20, 50, and 60.
5. Acetone.
6. 32 N H2SO4, maintained at 4 C.
7. Carbazole solution: 2 g/L carbazole solution in absolute ethanol, maintained at

–20 C.

2.3.12. PPase Activity Determination

1. Buffer: AcB or CPB (see Subheading 2.3.6., item 1 and Subheading 2.3.6.,
item 2).

2. Dried protopectin, prepared as described in Subheading 3.10., Step 1.
3. Filter paper: Whatman no. 1, circles folded in a conical shape, appropriate size

for the top of the test tube.
4. Sulfuric-sodium-tetraborate solution: 0.0125 M solution of sodium tetraborate in

concentrated H2SO4, kept at 4 C.
5. m-Hydroxydiphenyl solution: 1.5 g/L solution of meta-hydroxydiphenyl in 5.0 g/L

NaOH, kept covered with aluminum foil at 4 C.
6. Standard curve: D-galacturonic acid monohydrate, prepared as described in Sub-

heading 2.3.6., item 6.

3. Methods
3.1. Enzyme Extraction for Enzymatic Assays From Submerged Cultures

The culture is filtered through Whatman no. 4 filter paper (if desired
enzymes do not absorb) or membrane filter (0.45 mm). The filtrate is collected
and stored at freezing temperature for enzyme assays. If necessary, filtrate is
dialyzed, further purified, and concentrated (see Note 4).

3.2. Enzyme Extraction for Enzymatic Assays From Solid-State Cultures

A fixed amount of culture (10 g) is mixed with 10–20 mL distilled water (or
buffer solution), and pressed in a hydraulic press. The liquid extract is then
filtered and treated as described in Subheading 3.1. Another possibility is to
mix 5–10 g water per g of fermented solid and stir the flask for 30 min. The
suspension is filtered through a plastic mesh. The filtrate is centrifuged and
processed as a submerged culture filtrate Subheading 3.1 (see Note 5).
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3.3. Cellulase Activity Assays (for Endo-b-1,4-Glucanase)

3.3.1. Liquid Assay for Cellulase (Endo-b-1,4-Glucanase)
Activity Determination (46)

1. Add 0.5 mL of enzyme sample diluted in citrate buffer (see Subheading 2.3.1.,
item 1) to a 25-mL or larger test tube, keeping it in an ice-water bath.

2. Raise temperature to 50 C.
3. Add 0.5 mL substrate solution (see Subheading 2.3.1., item 2), mix, and incu-

bate at 50 C for 30 min.
4. Add 3.0 mL DNS (see Subheading 2.3.1., item 4), mix.
5. Boil for exactly 5.0 min in a vigorously boiling water bath containing enough

water. Samples, enzyme blanks, glucose standards, and the reagent blank should
be boiled together. After boiling, transfer immediately to a cold-water bath.

6. Add 20 mL of deionized or distilled water.
7. Mix by completely inverting the tubes several times so that solution separates

from the bottom of the tube at each inversion.
8. Measure the color formed against the reagent blank at 540 nm. When small dilu-

tions are used, the color formed in the enzyme blank is subtracted from that of the
sample tube.

9. Reagent blank follows the same procedure, replacing enzyme sample with 0.2
mL of buffer. For enzyme blank, DNS must be added before the enzyme dilution.

10. Calibration curve is made with glucose solutions (see Subheading 2.3.1., item 3).
11. One unit of enzyme activity is defined as the amount of enzyme producing 1

mmol of glucose equivalents per minute, under the given conditions, and corre-
sponds to 16.67 nanokatal (nkat).

3.3.2. Filter Paper Assay for Saccharifying Cellulase (FPU Assay)
Determination (46)

1. Add 1.0 mL 0.05 M Na citrate, pH 4.8 (see Subheading 2.3.1., item 1) to a 25-mL
or larger test tube.

2. Add 0.5 mL enzyme, diluted in citrate buffer. Two dilutions, at a minimum, of
each enzyme sample must be made. One dilution should release slightly more
and one slightly less than 2.0 mg of glucose under the reaction conditions.

3. Adjust temperature to 50 C.
4. Add one filter paper strip (see Subheading 2.3.2., item 1) and mix (if the paper

“winds” up the tube it must be pushed down again).
5. Incubate at 50 C for 60 min.
6. Add 3.0 mL DNS (see Subheading 2.3.1., item 4) and mix.
7. Boil for 5 min in a water bath, samples, enzyme blanks, glucose standard, and

reagent blank. After that, cool them in a cold-water bath.
8. Add 20 mL of deionized or distilled water. Mix by completely inverting the tubes

several times so that the solution separates from the bottom of the tube at each
inversion.
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9. When the “pulp” has settled well, after 20 min at least, the color formed is mea-
sured against the reagent blank at 540 nm. If the paper pulp does not settle, it will
do so after stirring with a glass rod.

From the calibration curve, translate the absorbance values of the samples
into glucose, considering the dilution used.

Plot glucose liberated against enzyme concentration on semilogarithmic
scale and estimate the concentration of the enzyme which would have released
exactly 2.0 mg glucose.

FPU = 0 37.
enzyme concentration to release 2.0 mg glucose

units /mL

3.4. Xylanase Activity Assays

3.4.1. Substrate Preparation for Xylanase Activity Determination (47)

1. Homogenize 1.0 g birchwood xylan in 80 mL buffer at 60 C (see Note 6).
2. Heat to boiling point on a heating magnetic stirrer.
3. Cool with continuous stirring (overnight, keeping the device covered).
4. Make up to 100 mL with buffer. Substrate may be stored at 4 C for 1 wk or

aliquots may be frozen.

3.4.2. Xylanase Activity Determination (47,48)

1. Add 1.8 mL substrate solution (see Subheading 3.1., step 4) to a 15-mL or larger
test tube. Heat to 50 C.

2. Add 200 mL enzyme diluted in citrate buffer and mix.
3. Incubate for 5 min at 50 C.
4. Add 3 mL of DNS (see Subheading 2.3.1., item 4), mix, and boil for 5 min; cool

in cold water.
5. Measure the color produced at 540 nm against the reagent blank.
6. Reagent blank and enzyme blank are prepared as in Subheading 3.3.1., step 9.
7. Standard curve is made with pure D-xylose solutions (see Note 7).

One unit of enzyme activity is defined as the amount of enzyme producing 1
mmol of D-xylose equivalents per minute, under the given conditions, and cor-
responds to 16.67 nkat.

To measure xylanase activity, see Note 8.

3.5. Laccases Activity Assays

Measure of enzyme activity is based either on the oxidation or on the oxida-
tive dimerization of such compounds as syringaldazine, 2,2'-azino-bis
(3-ethylbenzothiazoline-6-sulfonic) acid (ABTS), or 2,6-dimethoxyphenol
(10,27,44,49,50). The reaction is monitored spectrophotometrically. Xylidine
is usually used as an inducer.
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3.5.1. Enzymatic Dimerization of 2,6-Dimethoxyphenol (2,6-DMOP)
Determination

Measurement of enzyme activity is based on the oxidative dimerization of
2,6-dimethoxyphenol (2,6-DMOP).

1. To 500 mL of 5 mM 2,6-DMOP, add 500 mL of 100 mM citrate-NaOH (pH 3.5).
2. Add 10-mL aliquot of enzyme dilution.
3. Reaction mixture is monitored at 477 nm with a spectrophotometer.
4. To evaluate laccase activity, the absorbance change caused by dimerization of

2,6-dimethoxyphenol is measured. Therefore, specific laccase activities are
recorded as microkatals per milligram of protein.

3.5.2. Laccase Activity Determination on Syringaldazin

Laccase activity is measured with syringaldazine at 25 C.

1. Reaction mixture (total volume, 1 mL) contains 0.1 mL of culture filtrate in 0.1
M citrate-phosphate buffer, pH 5.0.

2. Start the reaction by adding of 10 mL 2.5 M of syringaldazine solution.
3. The increase in A525 is recorded, and the activity is expressed as nanokatals per

liter.

3.6. Polygalacturonase Activity (Endopoligacturonase) Determination

Polygacturonase (PGase) activity is determined in culture extracts of solid-
state fermentations or culture filtrates of liquid fermentations, using as sub-
strate PGA solution in AcB or in CPB, maintained at 4 C (see Subheading
2.3.6., items 1 and 2 and Subheading 2.3.6., item 3).

1. Enzymatic reaction courses in test tubes containing 450 mL of PGA solution
(keeping the test tubes in crushed ice bath) and 50 mL of enzyme sample.

2. Each sample needs a proper blank with PGA solution and without the enzyme.
3. Test tubes are incubated for 10 min at 37 C in water bath.
4. Stop the reaction by cooling the tubes in a ice-water bath (10 min).
5. 50 mL Enzyme sample is added to blank tubes.

The reducing groups released from the PGA can be quantified by the
Somogyi method (51) as follows:

1. Keeping the tubes in ice-water bath, add 500 mL of Somogyi reagent.
2. Tubes are heated for 10 min in a boiling-water bath.
3. Stop the reaction by cooling the tubes in ice-water bath (5–10 min).
4. Mix with 500 mL Nelson reagent (52) at room temperature.
5. Allow to stand 30 min at room temperature; add 4500 mL of water to each tube.
6. Measure absorbance at 660 nm against a colorimetric reaction blank, replacing

the sample and the PGA solution by 500 mL of the buffer used in the enzymatic
reaction (AcB or CPB).
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7. From a standard curve made with D-galacturonic acid monohydrate (see Sub-
heading 2.3.6., item 6) up to 250 mg/L, the equivalent reducing amount of
samples are determined by subtracting the respective blank sample absorbance
from the total absorbance.

One unit of PGase activity is the activity that liberates reducing groups
equivalent to 1 mmol of D-galacturonic acid per minute, under the conditions of
the assay.

3.7. Pectin Lyase Activity Determination

1. Pectin lyase activity can be determined spectrophotometrically by monitoring
the absorbance increase at 235 nm of a reactive solution containing 2 mL pectin
solution (see Subheading 2.3.7., item 1) with 0.5 mL dialyzed enzymatic sample
(adequately diluted in the citrate-phosphate buffer used), at room temperature
(23 C).

2. The absorbance change is followed for 20 min.

One pectin lyase unit is defined as the amount of enzyme needed to increase
the absorbance by one unit per minute per milliliter of enzyme sample, under
the conditions of the assay.

3.8. Pectinase Activity Assays

3.8.1. Pectinase Activity Determination in Liquid Extract

Pectin (polymethylgalacturonic acid [PMGA]) degrading activity (PMGase)
is assayed in the same way as PGase activity (see Subheading 3.6.), using
citrus pectin as substrate (Subheading 2.3.8., item 2).

One unit of PMGase activity is defined as the activity that liberates reducing
groups corresponding to 1 mmol of D-galacturonic acid, under the conditions
described.

3.8.2. Pectinase Activity Detection in Solid Medium

An indicator of pectinase activity is the diameter of the hydrolyzed zone
around the microbial colony grown in agarized basal mineral medium plus 2.0
g/L pectin (see Subheading 2.2.7.). To visualize pectinase clearance zones,
plates must be flooded with hexadecyl-trimethyl-ammonium bromide solution.
This activity can be expressed as a percentage of surplus activity with respect
to a reference strain.

3.9. Pectin Esterase Activity Determination

Pectin esterase activity is determined by measuring the amount of 0.1 N
NaOH solution needed to keep reaction pH constant.
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1. 10 mL Pectin solution (see Subheading 2.3.10., item 2) in a flask. Adjust pH to
7.5, keeping the flask at 30 C.

2. Add 1 mL of enzyme solution and again adjust the pH to 7.5.
3. Incubate for 30 min at 30 C.
4. Stop the reaction in ice-water bath.
5. Measure the amount of 0.1 N NaOH solution needed to bring the reaction pH to 7.5.

Enzyme activity is expressed as mg CH3O released per milliliter of enzyme
per minute, or as milliequivalent of hydrolyzed ester per milliliter of enzyme
per minute.

Add 3 drops of phenol red solution (see Subheading 2.3.10., item 3) before
item 5 of this protocol, if pH-meter is not available. Red color must appear at
pH 7.5, and pink salmon color at pH below 7.0.

3.10. Protopectinase Activity Assays

Protopectinase (PPase) activity is determined in culture extracts of solid-
state fermentations or culture filtrates of liquid fermentations.

Usually lemon or apple protopectin is used as substrate. Its preparation from
albedo layers of commercial lemons was described by Cavallito et al. (53),
where the authors proposed a method for PPase activity determination. Later,
Contreras Esquivel et al. (54) reported some modifications to the technique.

3.10.1. Lemon Protopectin Preparation

1. Albedo layers (whitish part of lemon peel) are removed, using a cutter, from the
washed fruit, and immediately submerged in ice-cold ethanol (1.0 mL/g wet
albedo). Flabedo layers must be discarded.

2. This suspension is ground in a food processor and maintained at 4 C for 24 h.
3. Pass the suspension through a nylon voile.
4. Particles retained are washed several times with distilled water until the water-

soluble substances that react with carbazole–sulfuric acid reagent are washed off,
yielding a suspension of protopectin without free soluble pectin (see steps 7–9 of
this protocol).

5. Washed particles are sifted and those that pass through mesh 10 and are retained
in mesh 20 sieves are kept.

6. This particle fraction is washed with acetone and dried at 30 C. The dried mate-
rial is sifted and kept at 4 C until used. For dried protopectin, the recommended
particle size is one that passes through mesh 50 and is retained in mesh 60.

7. Carbazole-sulfuric reaction: to 250 mL of washing water (from protopectin sus-
pension) add 3.0 mL of chilled 32 N H2SO4 and 250 mL of carbazole solution, in
ice bath.

8. The test tube is boiled in a water bath for 20 min and allowed to stand at room
temperature for 20–40 min.

9. Absorbance is measured at 525 nm against a reaction blank (55).
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3.10.2. PPase Activity Determination

Buffer solutions employed are AcB or CPB, maintained at 4 C (see Sub-
heading 2.3.6., item 1 and Subheading 2.3.6., item 2).

1. Enzymatic reaction courses in test tubes containing 20 mg of dried protopectin,
950 mL of AcB or CPB, keeping test tubes in crushed-ice bath, and 50 mL of
enzyme sample.

2. Each sample needs a proper blank, with protopectin and buffer and without
enzyme.

3. Test tubes are incubated at 37 C in water bath, slowly shaken.
4. Reaction time suggested is 30 min.
5. Stop the reaction by cooling the tubes in an ice-water bath.
6. Enzyme sample (50 mL) is added to the blank tubes.
7. The mixture is filtered through Whatman No. 1 filter paper (see Subheading

2.3.12., item 3).
8. Pectin released is measured as galacturonic acid in the filtrate by the m-hydroxy-

diphenyl-sulfuric acid method (56): to 200 mL of filtrate, keeping the test tubes in
crushed-ice bath, 1200 mL of sulfuric-sodium tetraborate solution (Subheading
2.3.12., item 4) is added, mixed in Vortex, and heated for 5 min at 100 C in
boiling bath. Tubes are cooled in ice-water bath and 20 mL m-hydroxydiphenyl
solution (Subheading 2.3.12., item 5) is added. Tubes are shaken and, within 5
min, absorbance at 520 nm is measured against a colorimetric reaction blank,
replacing the 200 mL of filtrate by 200 mL of the buffer used in the enzymatic
reaction.

9. From a standard curve of D-galacturonic acid monohydrate (Subheading 2.3.6.,
item 6) made up to 0.25 g/L, the equivalent reducing amount of the samples are
determined by subtracting from the total absorbance, the respective blank sample
absorbance.

One unit of PPase activity is the amount of enzyme that liberates pectic
substances corresponding to 1 mmol of D-galacturonic acid per minute, under
the conditions described.

Instead of the m-hydroxydiphenyl-sulfuric acid method, the carbazole-
sulfuric method (55) can be used, replacing in Subheading 3.10.1., step 7, the
washing water by the filtrate obtained in Subheading 3.10.2., step 2.

4. Notes
1. As we have pointed out, phytopathogenic fungi produce an enzyme pool (cellu-

lolytic, xylanolytic, ligninolytic, pectolytic, and other enzymatic activities) that
degrade the plant tissue. The microorganisms mentioned above are examples of
the strains used.

a. Strains of cellulolytic fungi: Trichoderma reesei, Botrytis cinerea.
b. Strains of xylanolytic fungi: Fusarium oxysporum, Fusarium solani.
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c. Strains of ligninolytic fungi: Phanerochaete chrysosporium. Lacasse producer
microorganisms are, e.g., Botrytis cinerea and Trichophyton rubrum.

d. Strains of pectolytic fungi: Nectria hematococca, Fusarium oxysporum.

2. Other carbon and nitrogen sources can be added to the basal mineral medium,
according to the nutritional requirements and the enzymes to be induced. For
example, sucrose, organic nitrogen, insoluble polymeric substrates such as paper
and fruit pulp, lignocellulosic materials, and so on.

3. Many lignocellulosic materials (such as sugar cane bagasse pith) and others of
synthetic origin (such as polyurethane foam) are used as inert support, where the
liquid medium is absorbed.

4. The failure to find extracellular enzyme activity in a culture filtrate may be due to
the enzyme being cell bound or substrate bound. It is also possible that an essen-
tial part of an enzyme may be cell bound, while the rest is cell free. Polymer-
degrading enzymes (cell free) may be strongly absorbed by insoluble substrate
and thus be undetectable in the culture filtrate, or the culture extract from a solid-
state culture. If the current protocol does not yield results, a deeper study into this
particular field must be done.

5. Most polymeric substrate-degrading enzymes act at acidic pH, but it is possible
to find enzymatic activities at other pH values. Buffers and temperatures sug-
gested here are only a general guide in searching for the optimum enzymatic
reaction conditions.

6. The xylan used must give low turbidity to the substrate solution, and also must
have an extended range of linearity between the amount of reducing sugars pro-
duced and the time of hydrolysis. It must be commercially available as well.

7. Availability of a standard enzyme preparation for comparison of the activity of
the unknown enzyme preparations will minimize the errors involved on account
of absence of linearity between enzyme concentration of unknown samples and
xylose liberation. In the absence of a standard enzyme preparation, conditions for
a linear relationship must be experimentally established before proceeding with
an unknown enzyme sample assay. If a standard enzyme preparation for com-
parison is available, conditions for assay with respect to time, temperature, buffer
molarity, and pH will be those belonging to the standard enzyme. One unit of
enzyme activity is defined as the amount of enzyme producing 1 mmol of xylose
equivalents per min under the given conditions, and corresponds to 16.67 nkat
(mmol/s).

8. A plate assay with agarized medium may be done. Plates containing (g/L) 20
agar, 1.5 birchwood 4-O-methyl glucuronoxylan (covalently linked to Remazol
brilliant blue R dye), 6.7 Yeast Nitrogen Base without amino acids, 2 g/L D-L-
asparagine, and 5 g/L KH2PO4. The same methodology may be used to screen
endo-1,4-b glucanase activity using as color substrate 1.5 g/L of hydroxy
ethylcellulose covalently linked to Ostazin Brilliant Red H3B dye (57).
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An Analysis of Microorganisms in Environments Using
Denaturing Gradient Gel Electrophoresis

Paul W. Baker and Shigeaki Harayama

1. Introduction
Denaturing gradient gel electrophoresis (DGGE) has been developed as a

technique to screen for mutations in a particular gene. Usually, PCR products
of a particular gene in eukaryotic cells, prokaryotic cells, or clones (e.g., wild-
type strain and a mutant) are amplified, and separated on a gel in which a gra-
dient of increasing chemical denaturant is established. Under optimal
conditions, PCR products that have nucleotide substitutions will migrate to a
different position on DGGE in comparison to the original PCR products, and
thus allow the detection of mutations in this particular gene.

A basic theory has been developed to describe the migration of DNA through
DGGE and temperature gradient gel electrophoresis (TGGE). Double-stranded
DNA is separated into single-stranded DNA, as the DNA migrates into an
increasing concentration of a chemical denaturant. The denaturant concentra-
tion (or temperature for TGGE) at which a double-stranded DNA melts (melt-
ing temperature) is mainly determined by the G+C content: GC-rich regions
melt at higher temperatures than AT-rich regions. Therefore DNA molecules
that differ by only one nucleotide will have slightly different melting temperatures.
When separated by electrophoresis through a gradient of increasing denaturant
(chemical or temperature), the mobility of a DNA molecule will be retarded
when DNA melts into single strands.

To prevent the complete separation of DNA into two single strands, a GC-rich
region called a GC clamp is introduced at one end of the PCR products. This is
done by using a primer pair—one of the primer pair possesses a GC clamp at
the 5' end. A PCR product with a GC clamp partially melts at a particular



324 Baker and Harayama

position of the DGGE gel, and forms a branched structure. This structure
greatly reduces the migration of the PCR products (Fig. 1).

DGGE is also useful in microbial ecology for determining the community
structure (diversity and density of microorganisms) and population dynamics

Fig. 1. Schematic diagram showing the formation of GC-clamped PCR products
from genes A, B, and C, which have single base substitutions. Because PCR product A
has a higher melting temperature than PCR products B and C, it migrates further in the
DGGE gel. On complete melting of the gene product, a branched structure is formed,
which migrates much more slowly through the DGGE gel.
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(change in densities of microorganisms) in environments by analyzing short
PCR products of target genes (e.g., 16S rDNA) amplified from DNA isolated
from environmental samples (1). In the ecological analysis, each PCR product
generally contains multiple DNA species, and they are separated into multiple
bands on a DGGE gel (Fig. 2). Already many ecological studies have been pub-
lished that have incorporated DGGE as the main technique (2). Such analyses
allow the identification of factors that influence microbial flora. For example,
the effects of variation of plants and seasons on bacterial populations in rhizo-
spheres have been investigated (3,4). DGGE can be used as a guide to isolate
the prominent microorganism species in environments (5). Furthermore DGGE
can be used to identify multiple genes within any single microorganism (6,7),
or to estimate the efficiency of DNA extraction from microorganisms (8).

Several potential problems exist that make the interpretation of DGGE
results difficult. Primarily, there is a possibility of amplification bias during
PCR amplification, but other potential problems of DGGE are comigration of
sequences, heteroduplex formation, migration of single-stranded DNA, vari-
able migration of single-sequence species, and the complete disappearance of
bands during DGGE analysis (9–11). Nevertheless, the advantages of quickly
processing many samples far outweigh any possible disadvantages.

Fig. 2. 16S rDNA DGGE profiles of seawater samples. Seawater samples were
collected from the Japan Sea at different locations at different seasons. The microor-
ganisms in 2 L of the seawater samples were collected on a GV membrane (Millipore)
by filtration, and DNA was extracted by the Marmur procedure. The PCR amplifica-
tion of 16S rDNA was carried out using a primer set, 341fGC and 534r (Table 1).



326 Baker and Harayama

2. Equipment and Materials
2.1. PCR Amplification

1. Sequence data from database on microorganisms most likely to be amplified from
the sample.

2. MacMelt (Bio-Rad) or Poland program (http://www.biophys.uni-duesseldorf.de/
local/POLAND/poland.html).

3. DNA extract from microorganisms or environmental sample (can also use micro-
organisms directly).

4. PCR primers (one of the primers has a GC clamp attached).
5. Taq polymerase, 10X Taq polymerase buffer (100 mM Tris-HCl, pH 8.0, 500

mM KCl, 15 mM MgCl2, 1% [v/v] Triton X-100).
6. 100 mM dGTP, 100 mM dATP, 100 mM dTTP, 100 mM dCTP.
7. PCR machine.

2.2. DGGE Gel Preparation

1. Dcode Universal Mutation Detection System, glass plates, 0.75-mm spacers and
combs (Bio-Rad), or an equivalent electrophoresis apparatus.

2. Ethanol (70% [v/v]).
3. Acrylamide:bisacrylamide (40% [w/v], 37.5:1) solution: dissolve 100 g

acrylamide and 2.7 g bisacrylamide in H2O to a final volume of 150 mL.
4. Formamide (see Note 1).
5. Urea (electrophoresis grade).
6. 10% (w/v) ammonium persulphate.
7. N,N,N',N'-tetramethylenediamide (TEMED).
8. 50X TAE buffer stock: dissolve 242 g of Tris base, 57.1 mL of glacial acetic

acid, and 100 mL of 0.5 M EDTA at pH 8 in H2O to a final volume of 1000 mL.
9. Thin paper tissues.

10. 6X Type I gel loading buffer: 0.25% (w/v) Bromophenol Blue, 0.25% (w/v)
xylene cyanol, 24% (w/v) sucrose.

11. Gradient Delivery System (Bio-Rad) or Gradient Former (Bio-Rad) and a peri-
staltic pump.

12. 0% Denaturant stock solution: 6% (w/v) acrylamide in 1X TAE. Dissolve 75 mL
acrylamide (40X stock) and 10 mL TAE buffer (50X stock) in H2O to a final
volume of 500 mL.

13. 80% Denaturant stock solution: 6% acrylamide, 32% (v/v) formamide, 5.6 M
urea in 1X TAE. Dissolve 75 mL acrylamide (40% stock), 170 g electrophoresis-
grade urea, and 10 mL TAE (50X stock) in H2O to a final volume of 500 mL.

2.3. Gel Staining

2.3.1. SYBR Gold Staining (or SYBR Green I or II)

1. Opaque plastic box.
2. SYBR Gold (or SYBR Green I or II).
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3. 10X TBE buffer: dissolve 108 g Tris base, 55 g boric acid, and 9.3 g EDTA
disodium salt in H2O to a final volume of 1000 mL.

2.3.2. Ethidium Bromide Staining

1. Opaque plastic box.
2. Ethidium bromide stock solution (10 mg/mL).
3. 10X TBE buffer.

2.3.3. Silver Staining

Use ultrapure water for the preparation of the solutions.

1. Plastic box.
2. Fix/stop solution (10% [v/v] glacial acetic acid).
3. Staining solution: 2 g silver nitrate and 3 mL 37% formaldehyde in H2O to a final

volume of 2000 mL.
4. Developing solution: dissolve 60 g of sodium carbonate in H2O to a final volume

of 2000 mL. Chill to 4–10 C. Immediately before use, add 3 mL 37% formalde-
hyde and 400 mL of 5% (w/v) sodium thiosulfate.

2.4. Sequence Determination of Major Bands

1. Eppendorf tubes.
2. Knife.
3. Shaker.
4. TE: 10 mM Tris-HCl, 1 mM EDTA, pH 8.0.
5. Low-melting agarose.
6. Marker ladder.
7. 10 mg/mL Ethidium bromide.
8. Spin columns (Qiagen).

2.5. DGGE for the Identification of Isolated Microorganisms

1. PCR amplification materials (see Subheading 2.1.).
2. DGGE preparation materials (see Subheading 2.2.).
3. Sequence determination of bands (see Subheadings 2.3. and 2.4.).

2.6. Competitive PCR and DGGE

1. Micoorganism that will be used as an internal standard.
2. Sterile distilled water, 50 mM phosphate buffer at pH 8.0, or saline (0.8% [w/v]

NaCl) to resuspend the inoculant microorganism.
3. Phase-contrast microscope and 4'-6-diamidino-2-phenylindole (DAPI).
4. PCR amplification materials (see Subheading 2.1.).
5. DGGE preparation materials (see Subheading 2.2.).
6. GelDoc system (Bio-Rad) or a densitometer.
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2.7. Hybridization of DGGE Gel Using Specific Probes

1. Denaturation solution: dissolve 87.7 g NaCl and 20 g NaOH in H2O to a final
volume of 1000 mL.

2. Neutralization buffer: dissolve 87.7 g NaCl and 5 g Tris base in H2O; adjust pH
to 7.5 and make volume up to 1000 mL.

3. Nylon membranes (Hybond-N+).
4. Electroblotting apparatus.
5. 0.5X TAE buffer.
6. UV crosslink apparatus (e.g., Stratagene UV crosslinker).
7. Hybridization bottle (Hybaid) or plastic bag or plastic box.
8. Hybridization oven (Hybaid) or water bath.
9. Prewarmed prehybridization solution: 50% formamide, 5X SSC, 0.1% [w/v]

SDS, 2% [w/v] blocking reagent for nucleic acid hybridization (Boehringer
Mannheim). 1X SSC is 0.15 M NaCl, 0.015 M sodium citrate.

10. Two solutions of prewarmed 2X SSC containing 0.1% SDS.
11. Two solutions of prewarmed 0.1X SSC containing 0.1% SDS.

3. Methods
3.1. PCR Amplification

3.1.1. Primer Design

The PCR products in DGGE analysis contain a GC-rich region at one end,
which basically acts as a clamp. This GC-rich region is attached to one of the
primers and is incorporated during PCR amplification. This GC-rich region
has been specifically designed to prevent self-reannealing, which would then
create truncated PCR products. An example of a GC clamp is 5'-
CGCCCGGGCGCGCCCCGGGCGGGGCGGGGCACGGGGG-3' (see Note
2). Primers should be carefully designed so that PCR products have a unit melt-
ing domain, and the GC clamp should be positioned adjacent to the highest
melting domain. Several computer programs exist to determine melting pro-
files of PCR products. The primer pair may be universal amplifying genes from
all microorganisms. Examples of universal PCR primers to amplify bacterial
16S rRNA genes are listed in Table 1. Group-specific or species-specific prim-
ers may also be designed. Ideally the PCR products should be between 100 and
400 bp in size. Try to avoid using degenerate primers, which may create closely
migrating multiple bands on DGGE.

1. Obtain sequence data from a database. Design primers, and obtain sequences to
be amplified by the primers. Add a GC-clamp sequence to one end of the
sequences of the PCR products.

2. Input the sequence data into a computer program (e.g., MacMelt or Poland). The
programs produce melting profiles.

3. Repeat again but with the GC clamp attached at the other end.
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4. Melting profiles will be obtained for each sequence. The optimal profiles are
those that comprise a single melting domain, excluding the GC clamp, and show
differences between different sequences.

5. The programs also calculate the difference in melting temperature (TC) for dif-
ferent PCR products. The optimal melting profiles are those which comprise a
single melting domain and show differences in melting temperature between dif-
ferent sequences. Select primer pairs that fulfill these requirements.

3.1.2. PCR Amplification

1. In a thin-walled PCR tube, add 5 mL of 10X Taq polymerase buffer, 1 U of Taq
polymerase, each deoxynucleoside triphosphate at a final concentration of 200
mM, each primer at a concentration of 25 pmol, and 10–50 ng of the extracted
DNA, or approximately a quarter of a 2-mm-diameter colony. Add H2O to a final
volume of 50 mL.

2. Perform touchdown PCR. After the initial hot-start at 94 C for 10 min to com-
pletely denature all DNA molecules, the program begins at an annealing tem-
perature 10 C higher than the optimum annealing temperature for the primers
without a GC clamp. For example, 94 C for 1 min, 65 C for 1 min, and 72 C for
2 min. After every second cycle, the temperature is decreased by 1 C until the
optimum temperature is reached, and then 30 cycles are performed (see Note 3).
One final cycle is performed using the optimum annealing temperature but a
longer extension time to ensure there are no single-stranded DNA molecules.

Table 1
PCR Primers That Can Be Used to Amplify 16S rRNA Genes of 36 Division-
Level Phylogenetic Groups in the Domain Bacteria

Primera Positionb Sequence (5'–3')c Reference

341f 341–357 CCTACGGGAGGCAGCAG 25
341fGC 341–357 GC clamp connected to the 5' end of 341f 25
534r 518–534 ATTACCGCGGCTGCTGG 25
926r 907–926 CCGTCAATTC(A/C)TTTGAGTTT 25
968f 968–984 AACGCGAAGAACCTTAC 7
968fGC 968–984 GC clamp connected to the 5' end of 968f 7
1401r 1358–1401 CGGTGTGTACAAGACCC 7
I-341f 341–356 CCTACGGGIGGCIGCA 21
I-341fGC 341–356 GC clamp connected to the 5' end of I-341f 21
I-533r 515–533 TIACCGIIICTICTGGCAC 21
I-926r 907–926 CCGICIATTIITTTIAGTTT 21
GC clamp CGCCCGCCGCGCGCGGCGGGCGG 25
GC clamp GGCGGGGGCACGGGGG 25

af, forward primer; r, reverse primer.
bCorresponding to the numbering in the Escherichia coli sequence.
cI, inosine.
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3.2. DGGE Gel Preparation

The DGGE gel is prepared between two clean glass plates separated by plas-
tic spacers on either side. A denaturant gradient is formed that is highest at the
bottom and lowest at the top. Gradient profiles for the optimal separation
depend on PCR products and are based on many different trials. The maximum
and minimum denaturant concentrations are 0% and 100%. The 100% denatur-
ant contains 42% (w/v) urea and 40% formamide (see Note 4). For PCR prod-
ucts of about 200 bp, 300–600 bp, and 600–1500 bp in length, prepare a 10%,
6%, and 3.5% polyacrylamide gel, respectively. Solutions to prepare 6%
polyacrymide gel are given in Subheading 2.2., items 12 and 13. The gradient
can be formed using either a Gradient Delivery System (Bio-Rad) or Gradient-
Former (Bio-Rad) in combination with a peristaltic pump. The Gradient-
Former consists of two columns (reservoir and mixing chamber) interconnected
by a stopcock at the bottom of the columns. The mixing chamber is attached at
the bottom to another tube, which passes through the peristaltic pump and con-
nects to the top of the space between the two glass plates. The solution is intro-
duced from the Gradient-Former to cast a gradient gel.

It is necessary to run preliminary gels to determine the optimal separation
conditions. To establish the optimum time for separation of PCR products, the
PCR product may be run on a time-travel gel. It may be necessary to perform a
time-travel gel to determine the length of time necessary for separation of the
PCR products. This is performed by loading the product into the initial lane(s)
and running the gel for a short period of time. The gel is stopped and the PCR
product is loaded into the next well. This is repeated until all the wells have
been filled. Therefore PCR products loaded first onto the gel migrate for the
longest period of time. The running time of a lane giving the best separation
will thus be selected. The range of denaturants in the gel can also be adjusted to
obtain the best separation but maintain sharpness of the bands.

3.2.1. Gel Preparation Using the Gradient Delivery System

1. Wash the inside of the plates with 70% ethanol.
2. Put the denaturants of high and low concentrations into syringes and displace all

air bubbles from the syringes. Set up the syringes so that the high denaturant is
dispensed first, followed by the second denaturant.

3. Leave a space of approx 1.5 cm at the top of the gel, so that the wells can be
inserted. Leave the DGGE gel for 10 min to allow the gel to solidify.

4. Remove the top meniscus by absorption with paper tissues.
5. Overlay a 0% denaturant onto the gel and insert the comb.
6. Leave the DGGE gel for at least 1 h to completely polymerize.
7. Once the gel has polymerized, remove the comb and place the gel into a DGGE

gel tank containing hot 1X TAE buffer, usually at 60 C.
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8. Wash the wells using a pipet to remove unpolymerized acrylamide.
9. Add 1 vol of type I gel loading buffer to 3 vol of each PCR product sample.

10. If the PCR product originates from an environmental sample containing many
microorganisms, load plenty of the product onto the gel (approx 40 mL). If the
PCR product originates from a single microorganism, load a small aliquot (approx
6 mL) into each well.

11. Run the gel for a set period of time, usually several hours, and at a voltage rang-
ing from 50 to 200 V.

12. See Model 475 Gradient Delivery System Instruction Manual (Bio-Rad catalog
number 170-9042) for detailed information.

3.2.2. Gel Preparation Using the Gradient-Former

1. Wash the inside of the plates with 70% ethanol.
2. When using the Gradient-Former, set the speed of the peristaltic pump to a low

desired speed.
3. Place the low denaturant into one of the columns of the Gradient-Former when

the stopcock is open.
4. Close the stopcock and pipet the low denaturant from the mixing chamber into

the reservoir. This step removes air bubbles that may become trapped in the sec-
tion connecting the two columns around the stopcock.

5. Place the high denaturant into the mixing chamber together with a magnetic flea.
6. Put the mixing chamber over a magnetic stirrer.
7. Ensure the levels in both of the columns are the same before opening the stop-

cock interconnecting the two columns.
8. Switch on the magnetic stirrer and peristaltic pump to dispense the denaturants

into the space between the two glass plates.
9. For subsequent steps, see Subheading 3.1.1., steps 3–11.

3.3. Gel Staining

The best method for staining DGGE gels requires using SYBR Gold. How-
ever, the gel may also be stained with ethidium bromide or silver stain. Both of
these alternatives are described in this section. Silver staining has a higher
resolution than ethidium bromide although the gels also have a background
stain.

3.3.1. SYBR Gold Staining (or SYBR Green I or II)

1. Pipet 10 mL of 10,000X SYBR Gold stock into 100 mL of 1X TBE buffer.
2. Place the solution into a box protected from sunlight.
3. Place the gel into this solution and gently shake for 30 min.
4. View the gel under a UV transilluminator, and photograph using a yellow filter

attachment.
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3.3.2. Ethidium Bromide Staining

1. Alternatively, stain the gel in 100 mL of 10 mg/mL ethidium bromide.
2. View the gel under a UV transilluminator and photograph.

3.3.3. Silver Staining

1. The other alternative is silver staining. Place the gel into a plastic tray containing
the fix/stop solution for 30 min.

2. Remove the solution using a pipet attached to a suction pump; do not touch the
gel, otherwise staining will be impaired.

3. Rinse the gel three times with ultrapure water.
4. Add the staining solution. Completely submerge gel in the staining solution, agi-

tate for 30 min.
5. Transfer the gel into another plastic tray containing ultrapure H2O. Handle the

gel with gloved hands. Touch only the edge of the gel. (Keep the used staining
solution for silver recovery.)

6. Wash the gel briefly (less than 10 s) in ultrapure H2O and then transfer immedi-
ately to another plastic tray containing freshly prepared ice-cold developing
solution (1000 mL).

7. Agitate the gel until the bands start to develop. Change the developing solution
for a fresh one. Continue until all the bands become visible. Avoid overdevelop-
ment.

8. Add 1000 mL of fix/stop solution directly into the developing solution, and keep
for 2–3 min.

9. Rinse two times with ultrapure H2O. The gel can be viewed directly or after
drying. Photograph the gel.

3.4. Sequence Determination of Major Bands

1. Clean a knife using 70% ethanol.
2. Excise the major bands from the gel using the knife, as close as possible to the

band. Avoid cutting into other closely migrating bands.
3. Place the band into an Eppendorf tube with 100 mL TE and place onto a shaker

overnight at room temperature.
4. Pipet the suspension into a fresh Eppendorf tube and re-amplify using the same

primers as before with PCR.
5. Analyze the product on another DGGE gel alongside the PCR product from which

the band was excised to check that the appropriate band has been amplified.
6. Repeat this process until one major band is obtained corresponding to the band of

interest.
7. Once this has occurred, run the PCR product on a 1.5% (w/v) low-melting agarose gel.
8. Stain the gel in 100 mL of a solution of ethidium bromide (10 mg/mL).
9. Excise the band from the gel using an ethanol-washed knife.

10. Further purify using spin columns (Qiagen) as recommended by the manufacturer.
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11. Sequence the product using 1 ng of each of the original primers without the GC
clamp (see Note 5).

3.5. DGGE for the Identification of Isolated Microorganisms

When the PCR product amplified from an environmental sample is analyzed
on DGGE, major bands may appear, indicating that these populations form a
significant proportion of the total microbial population. Sequencing of any of
the bands may reveal a high identity with sequences of microorganisms previ-
ously isolated. Alternatively it may show a low affiliation with the sequences
of known microorganisms. In both cases, the isolation of microorganisms cor-
responding to major DGGE bands is of interest. The following method allows
the attribution of isolated strains to DNA bands in the DGGE patterns. How-
ever, many microorganisms are yet uncultured, and microorganisms corre-
sponding to some DGGE bands may not be isolated by conventional cultivation
methods.

1. Isolate many microorganisms using an appropriate isolation method.
2. Perform PCR on DNA extracted from microorganisms or using a small sample of

the microorganisms directly (see Note 6). However, the amplification by PCR
directly from the microorganism may be inhibited owing to insufficient lysis of
cells or by interfering cellular proteins and fatty acids.

3. Add 1 vol of type I loading dye to each 3 vol of PCR product.
4. Load a small aliquot of each PCR product amplified from the microorganism

(approx 6 mL) into each well on the prepared DGGE gel (see Subheadings 3.1.1.
or 3.1.2., steps 1–8).

5. Load the PCR products of the environmental sample, approx 40 mL, from which
microorganisms have been isolated.

6. Run the gel for a predetermined period of time and voltage (see Subheading
3.1.1., step 11).

7. Stain the gel and photograph (see Subheadings 3.3.1., 3.3.2., or 3.3.3.).
8. If a PCR product from a microorganism does migrate to the same position as the

PCR product in the environmental sample, excise the band and purify.
9. Sequence the band to confirm it has the same sequence as the PCR product of

interest from the environmental sample.

3.6. Competitive PCR and DGGE

There are several advantages of using competitive PCR and DGGE in com-
parison to using either epifluorescence in situ hybridization or dot blotting/
Southern blotting followed by hybridization in order to estimate bacterial popu-
lations in an environmental sample. For example many of the dominant bacte-
rial populations in a sample can be quantified using universal ribosomal RNA
primers. Moreover a bacterial population that is presumed to be small may still
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be quantified provided specific primers are used. Competitive PCR may be
performed using a microorganism that is inoculated into the environmental
samples at a known population density (see Note 7).

1. A microorganism is grown in a liquid medium to stationary phase.
2. Centrifuge and discard the supernatant.
3. Resuspend the pellet in either sterile distilled water, 50 mM phosphate buffer, or

saline. The solution chosen depends on where the sample was obtained and its
resistance to lysis.

4. Repeat the wash several times.
5. Count microorganisms directly using a phase contrast microscope, perhaps with

the aid of a fluorescent dye such as DAPI.
6. Once the microbial counts have been determined, serially dilute the microorgan-

isms.
7. Inoculate a small aliquot into each environmental sample. At each serial dilution,

aliquots are inoculated into triplicate environmental samples.
8. Extract the DNA from each of the inoculated environmental samples. Also extract

DNA from a sample of the microorganism that was used as the inoculant.
9. Amplify the extracted DNA by PCR using the appropriate primers.

10. Add 1 vol of type I gel loading buffer to 3 vol of each PCR product.
11. Add approx 40 mL of PCR products from each environmental sample and 6 mL of

PCR product from the inoculated microorganism into each well on the prepared
DGGE gel (see Subheadings 3.1.1. or 3.1.2., steps 1–8).

12. Run DGGE gel at the predetermined time period and voltage (see Subheading
3.2., step 11).

13. Stain and view under a GelDoc System (Bio-Rad) (see Subheadings 3.3.1.,
3.3.2., or 3.3.3.).

14. Quantify the intensities of the major bands and the inoculated microorganism.
Alternatively, if the GelDoc system is not available, the gel can be viewed and
photographed under a UV transilluminator. The photograph can then be examined
in a densitometer and the bands quantified.

3.7. Hybridization of DGGE Gel Using Specific Probes

DGGE analysis of environmental samples using universal primers may
result in a large diversity of bands. To obtain more information and reduce the
level of complexity, the DGGE gels can be probed with specific primers (12–14).
Furthermore, the DGGE gel can be hybridized with a specific probe to confirm
the presence of specific amplification products on the DGGE gel that were
amplified with group-specific primers (15).

1. Once PCR products from individual microorganisms or environmental samples
have been separated by DGGE, photograph the gel.

2. Denature DNA in gel by soaking in the 1X denaturation solution for 30–60 min.
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3. Neutralize the gel by soaking in the 1X neutralization solution for 30–60 min.
4. Transfer DNA from the gel to nylon membranes (Hybond-N+) by electroblotting

in 0.5X TAE buffer for 1 h at 40 mA.
5. Air-dry filter, UV crosslink with a Stratagene UV crosslinker for approx 30 s,

and bake the membrane at 80 C for 2 h.
6. Place the nylon membrane into a plastic bag, plastic box, or hybridization bottle.
7. Add 50 mL prehybridization solution to the membrane and incubate with shak-

ing for 1 h or more at 41 C. Ensure no bubbles form (otherwise a high back-
ground will result).

8. Prepare an oligonucleotide probe. Label the probe by 32P, digoxigenen (DIG), or
a fluorescent dye.

9. Discard the prehybridization solution and replace with a 6-mL fresh
prehybridization solution containing an appropriate amount of probe, and incu-
bate overnight at the hybridization temperature specific for the probe.

10. Discard the solution and replace with 2X SSC containing 0.1% SDS. Incubate at
the hybridization temperature for 30 min (save the prehybridization solution con-
taining the probe to reuse).

11. Replace the solution with 0.1X SSC containing 0.1% SDS. Incubate at the hybrid-
ization temperature for 30 min.

12. Use an appropriate method to detect the hybridization.

4. Notes
1. Formamide can be deionized by the following steps.

a. Add 5 g ion exchanger (e.g., Bio-Rad mixed bed resin) to 100 mL formamide.
b. Stir for 2 h or more.
c. Filter through Whatman no. 1 paper.
d. Store at –20 C.

2. An alternative to the GC clamp is the ChemiClamp, which is attached to one of
the primers. Psoralen, which photoreacts with DNA to form an adduct, is cova-
lently linked to the 5'-end of an oligonucleotide. The usual 5'-end base chosen is
adenine, and psoralen is intercaled between the two strands. When exposed to
long-wavelength UV light, psoralen reacts with thymidine residue to form a cova-
lent photoadduct. Two stands become crosslinked. A restriction site is incorpo-
rated into the primer and enables the PCR product to be detached from
ChemiClamp so that it can be sequenced (16). DGGE can be performed using a
long GC clamp (40 bp) attached at one end of the PCR product and a short
sequence of GCs (3–7 bp) at the other end (17). Also a ChemiClamp can be
attached to both ends of the PCR product (18). These modifications may improve
the resolution of bands observed on DGGE.

3. The touchdown PCR program ensures specific amplification of the desired ampli-
fication products starting at a stringent annealing temperature. The program may
be changed to create optimum amplification conditions, provided that a higher
annealing temperature is used initially.
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4. The high denaturant may also contain a higher concentration of acrylamide com-
pared to the low denaturant. This is known as double DGGE, and it allows PCR
products which migrate further into the gel to become more focused (19,20).

5. The PCR product may be amplified using the original primers without the GC
clamp, run on low-melting agarose gel, excised, and purified through spin col-
umns. This method removes the GC clamp so that guanine and cytosine nucle-
otides are not exhausted during the sequencing reaction. The products may also
be amplified using specifically designed forward primer, which anneals further
upstream of the sequence. Sequencing using this primer enables the entire
sequence of the PCR product to be determined in one direction, which would not
otherwise be possible using the original primers (21). This method does not
guarantee a pure sequence, because it is possible that another sequence has
co-migrated with the band of interest. In such a case, cloning of the PCR prod-
ucts and examination of the cloned sequences would be necessary.

6. Beside screening microorganisms, this method may be used for identifying an E.
coli clone containing a PCR product identical to the sequence of interest (22).

7. Competitor DNA of a similar size but different base composition may be added
to the environmental sample prior to or after DNA extraction (23). Before addi-
tion, the competitor DNA is measured at 260 nm on the spectrophotometer to
determine DNA concentration (ng/mL). This value is multiplied by 45.5 and by
the dilution factor (24). The DNA is serially diluted and inoculated into the envi-
ronmental samples or DNA extracts of the environmental samples.
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Testing for Evolutionary Correlations in Microbiology
Using Phylogenetic Generalized Least Squares

Scott R. Miller

1. Introduction
Most of the metabolic, physiological, and ecological diversity on the planet

is found within the bacterial and archaeal domains, and it is the adaptive limits
of microorganisms that define the conditions that support life. Microbial ecolo-
gists interested in understanding the origins and distribution of this diversity
often look for associations between the phenotypes of microorganisms and the
environments in which they live. A researcher may be interested in whether,
for example, a bacterial strain’s optimal temperature has evolved in associa-
tion with (and perhaps as an adaptation to) environmental temperature, or
whether that trait evolved in association with other traits, such as lower tem-
perature limit or maximal growth rate. A negative correlation in the latter case
may indicate the presence of genetic constraints on phenotypic evolution that
have in part delimited the distribution of microbial diversity in nature.

While answering these sorts of questions can provide insights into how his-
torical interactions between microbial genomes and the environment have
shaped present day ecological diversity, actually testing hypotheses of pheno-
typic evolution from comparative data poses a couple of challenges. One is
how to infer historical events from data collected from extant organisms. This
is a particularly critical issue for microorganisms, for which there is a paucity
of information about the past available from the fossil record. Another has to
do with statistical problems inherent in phenotypic data collected from organ-
isms related to each other phylogenetically. Standard statistical models such as
least squares regression and analysis of variance make several assumptions
about the data being analyzed, including that they are independent, normally
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distributed variables with equal variances. Phylogenetic comparative data are
expected to violate at least some of these assumptions, most notably the
assumption that the data are independent. This is because the phenotypes of
organisms related to each other by a hierarchical pattern of shared ancestries
are expected to be correlated: in general, we expect close relatives to resemble each
other more than do distant ones. Treating dependent data as if they are inde-
pendent leads us to overestimate both the degrees of freedom of our sample
and, as a result, our confidence during hypothesis testing.

For the past 20 yr, the development of statistical methods for analyzing com-
parative phenotypic data has been an active area of research in evolutionary
biology (for a review, see ref. 1). Phylogenetic comparative methods have been
devised for addressing a variety of questions, most commonly either to test for
correlated trait evolution or to estimate ancestral phenotypes. These methods
require both a statistical framework that can take into account the phylogenetic
relationships inherent in the dataset and a model of how phenotypes evolve
along a phylogeny in order to estimate the expected similarity among samples.
This chapter describes one approach, in which phylogenetic data are incorpo-
rated into a generalized least squares (GLS) model (2,3) in order to test for a
correlation between a phenotypic trait and one or more other variables (which
may be other traits or components of the environment). The method is illus-
trated using the software package COMPARE (ref. 4; http://compare.bio.
indiana.edu).

1.1. The GLS Model

How does one incorporate phylogeny into the statistical analysis of com-
parative data? One approach is to use GLS, which relaxes some of the assump-
tions of the simple least squares regression model (see Note 1) to allow pairs of
datapoints to be correlated (i.e., not independent) and individual samples to
have different variances. These possibilities are specified in the variance-cova-
riance matrix of the model’s error term. When two samples (i.e., data points)
are not independent because of shared evolutionary history, the off-diagonal
element of this matrix describing the covariance between them will not be equal
to zero. If the two samples have different variances, the diagonal elements for
each sample will not be equal to each other. Because all that is assumed by the
model is that this error term is normally distributed with mean zero and known
variance and covariance structure, GLS is very flexible (3,5). Not only can it
be used in correlation analysis, but models can also be developed to recon-
struct ancestral traits and estimate rates of phenotypic evolution. COMPARE
implements some of these models, including one which tests for correlations
between characters (see Subheading 3.).
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1.2. Models of Phenotypic Evolution

In order to actually specify the variance-covariance structure of the GLS
error term, we need to transform branch-length data from a phylogeny (usually
in units of molecular sequence divergence) into units of expected phenotypic
similarity by applying a model of how traits evolve over time. This is similar to
phylogeny reconstruction methods, which also make explicit and/or implicit
assumptions about the evolutionary process, in this case to determine the relat-
edness of organisms. The most widely applied microevolutionary model used
in phylogenetic comparative methods is Brownian motion, the random walk in
continuous time used to model a variety of stochastic processes, including neu-
tral evolution in the field of population genetics (6). In a Brownian-motion
model of phenotypic evolution along a phylogeny, the change in mean pheno-
type over time is independent, normally distributed, and expected to be zero.
However, the expected variance of the mean does change and is proportional
to the branch lengths of the phylogeny in units of sequence divergence. It is
this property of the model that allows us to convert phylogenetic relationships
into the expected phenotypic similarities among organisms due to their shared
evolutionary histories.

To illustrate, strains 1, 2, and 3, with phenotypic values X1, X2, and X3 for a
hypothetical continuously distributed trait, are related to each other by the phy-
logeny shown in Fig. 1. The change in mean phenotype along each branch of
the phylogeny is expected to be zero according to the Brownian-motion model.
The variance in the mean for each strain is expected to be proportional to the
total amount of sequence divergence since that strain diverged from the last
common ancestor of all three taxa. For strain 1 this variance is v1, while the

Fig. 1. Hypothetical phylogeny reconstructed from DNA sequence data for three
bacterial strains and their phenotypic values for a hypothetical trait. Branch lengths
indicate the amount of sequence divergence in units of nucleotide substitutions per
site. LCA, last common ancestor of the strains.
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variances for strains 2 and 3 are v2 + v4 and v3 + v4, respectively. The shared
term in the variance component for strains 2 and 3, v4, is the expected covari-
ance, or dependence, between the two strains. That is, if phenotypes are evolv-
ing by Brownian motion, then the covariance between two strains is simply
proportional to the sum of the lengths of the branches shared between them by
common ancestry, or the fraction of the amount of time from the root of the
phylogeny until the present that the organisms evolved together prior to diver-
gence from their most recent common ancestor. The model also assumes that
the phenotypes of strains 2 and 3 have evolved independently, with variances
v3 and v4 following their divergence from their last common ancestor. Simi-
larly, because there has been no shared evolutionary history between strain 1
and the other strains since they last shared an ancestor, its phenotype has
evolved entirely independently of the others, i.e., with zero covariance. We
can now specify the elements of the variance-covariance matrix, with vari-
ances on the diagonal and covariances off-diagonal:

v1 0 0
0 v2 + v4 v4

0 v4 v3 + v4

The GLS model under Brownian motion is statistically equivalent to
Felsenstein’s independent contrasts (7,8), a recursive algorithm for estimating
continuous character correlations and the most popular phylogenetic compara-
tive method in use today.

Of course, we usually do not know whether the traits in our dataset are really
evolving by Brownian motion. As noted previously, in Brownian-motion
models, phenotypic change is a drift-like process. Often, however, we are inter-
ested in a particular system precisely because we believe that the patterns of
change that we observe are not owing solely to random drift but are being
effected by natural selection. What, then, are the consequences of mis-specify-
ing the evolutionary model? Hansen and Martins (9) demonstrated that the
expected correlation between phenotypes following a speciation event
decreases linearly with increasing phylogenetic distance under not only Brown-
ian motion but also a number of other evolutionary scenarios. The latter include
directional selection when the direction of selection fluctuates, stabilizing
selection with a fluctuating optimum, and bursts of evolution followed by long
periods of phenotypic stasis. Therefore, although we may not know exactly the
extent to which different evolutionary forces are contributing to the patterns of
phenotypic diversity in our data, Brownian motion may capture its expected
phylogenetic dependence.

The exception to this linearity is when phenotypic evolution is constrained,
as is the case, for example, when traits are under stabilizing selection for a
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fixed optimum. Here, phenotypic values that differ greatly from the optimum
are more likely to evolve toward rather than away from it. Stabilizing selection
is typically modeled by an Ornstein-Uhlenbeck “rubber-band” process in which
phenotypes evolve in a drift-like manner but are pulled toward an optimal value
by a restraining force, alpha, which increases in strength the further the pheno-
type moves away from that optimum (9,10). The constraint on phenotypic evo-
lution imposed by alpha leads to an exponential decay of phenotypic similarity
with phylogenetic distance (9). Therefore, the phenotypic similarity of rela-
tives is less than would be expected if traits were evolving by, for example,
random drift, and is an exponentially declining function of both the evolution-
ary distance (branch lengths) separating them and the strength of the restrain-
ing force. Specifying the elements of the variance–covariance matrix under the
exponential model thus requires not only phylogenetic data but also an esti-
mate for the alpha parameter. This can be achieved by performing the regres-
sion analysis for different values of alpha and optimizing the estimate as the
value that maximizes the likelihood of the GLS model. Brownian motion is a
special case of this process in which the strength of the restraining force is zero.

Evaluations by both computer simulation and experimental evolution of the
relative abilities of the Brownian-motion and exponential models to accurately
estimate regression parameters have both shed light on their performance when
their assumptions have been violated (i.e., the model of phenotypic evolution
is wrong) and also point out the dangers of ignoring phylogeny during correla-
tion analysis. GLS under a Brownian-motion model greatly outperformed the
standard nonphylogenetic approach of calculating Pearson product–moment
correlations under almost all simulation conditions, except for the case when
there are extremely strong phenotypic constraints (11,12). This makes sense,
because it is under such conditions that most historical information will be
quickly erased, thereby making the data approach the latter model’s assump-
tion of independence. Similarly, Felsenstein’s independent contrasts (7) was
unbiased and more accurate than Pearson correlation analysis when applied to
real phenotypic data collected for bacteriophage taxa related by a known,
experimentally generated phylogeny (13). On the other hand, inclusion of the
alpha parameter in the GLS model resulted in good statistical performance
under all computer simulation conditions (12), regardless of the true evolu-
tionary process underlying phenotypic change. This indicates the general util-
ity of the exponential model for analyzing real data sets.

2. Materials
The following will be required to estimate correlations by phylogenetic GLS:

phenotypic data for a group of organisms (and possibly environmental data
from their habitats), phylogenetic data indicating how those organisms are
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related to each other and the software package COMPARE (4), downloadable
from http://compare.bio.indiana.edu.

The type of phenotypic data collected for the study organisms, e.g., labora-
tory strains, will of course depend upon the hypothesis being tested. For corre-
lation analysis, data for two or more traits and/or environmental parameters are
required. Many traits, such as growth rate, are continuously distributed, and
most phylogenetic comparative methods are designed to deal with such data.
One advantage of a GLS approach is that it can also accommodate discrete
characters, e.g., binary data such as the ability to metabolize a substrate. While
the example in Subheading 3. below uses data collected from laboratory iso-
lates, there is no reason in principle why phenotypic data could not be collected
from microorganisms directly in the environment, provided that one can unam-
biguously link a phenotype to a specific genotype (for use in phylogeny building).

In order to account for the potential nonindependence of samples in the phe-
notypic dataset, one must also have information about the phylogenetic rela-
tionships of the organisms from which the data were collected. Phylogenies
are typically inferred from aligned DNA sequence data, and many methods for
phylogenetic reconstruction have been developed (for a detailed review of
existing methods and information on phylogenetic analysis software, see ref.
14). To avoid circularity, it is advisable to avoid inferring your phylogeny using
sequence data for a gene that you have reason to believe may underlie the
phenotypes you are analyzing.

Phylogenies should be denoted in the Newick format used by most phyloge-
netic software. Pairs of sister taxa are grouped in parentheses and separated by
commas. Branch lengths for each taxon or clade follow a colon, and a semi-
colon indicates the end of the tree. Thus, in the Newick format, the phylogeny
in Fig. 1 is “([2:v2,3:v3]:v4,1:v1).” Most comparative methods assume that both
the topology and the branch lengths of the phylogeny are known without error.
Phylogenies, however, are rarely known with complete certainty. Strategies for
dealing with uncertainty in your phylogeny are discussed below (see Note 2).

3. Methods: Correlation Between rRNA Copy Number and Ecology
Bacterial genomes exhibit great variation in ribosomal RNA (rRNA) operon

copy number. Because previous studies had not established a clear link between
an organism’s operon copy number and its “ecological strategy,” Klappenbach
et al. (15) were interested in testing whether there is a positive association
between a strain’s rRNA operon copy number and how quickly it could respond
to a favorable change in resource availability (coded as early or late colony
appearance on a plate). For the 24 strains examined (Table 1), the authors
found that early-appearing strains tended to have more operon copies per
genome (3–10 copies) than did late-appearing strains (1–3 copies), but they
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did not perform a statistical test to evaluate whether there was a positive corre-
lation between these two traits because of the likely non-independence of their
data. Below we use GLS to test whether there is a significant relationship be-
tween these traits:

1. Go to the COMPARE website (http://compare.bio.indiana.edu), run COMPARE
and then open the main window.

2. To perform correlation analysis, select “PGLS-Relationships” as the method.
3. Enter the names of the organisms in your dataset as a column in the “Taxon

Names” text box, either directly or by copying-and-pasting from another applica-
tion. In our example, these are the 24 strains listed in Table 1.

4. Enter the phenotypic data in the “Taxon Means” text box. Data for each trait
should be entered as a separate column followed by an estimate of within-taxon
variation (standard error), enclosed in triangle brackets <>. If you have an esti-
mate of this variation (e.g., the standard error of measurements obtained for
sub-clones of a strain), it can be incorporated by COMPARE into the variance
components (diagonal elements) of the error term of the GLS model (3). This
capacity for combining different sources of error into the analysis highlights the
flexibility of GLS.

Unlike traits such as growth rate or enzymatic activity, the data of
Klappenbach et al. (15) are not continuously distributed, although they are dis-
crete for different reasons. While a strain’s number of rRNA operons must take
an integer value, its response to replenished resources is an underlying continu-
ous variable (growth rate) coded as one of two categories (early/late). GLS can
accommodate discrete data because, although they cannot evolve by Brownian
motion like continuously distributed traits, their error terms can, and that is what
matters for the analysis (1). While data for continuous traits can simply be entered
as is, dummy variables must be created before discrete traits can be incorporated
into the GLS model. In our example, let Z1 be a dummy variable representing
growth response, with values Z1 = 0 if the observation is from a late colony former
and Z1 = 1 if from an early colony former (Table 1). For rRNA operon copy
number, 12 of the strains have either 1 or 2 copies, while the other 12 have greater
than 2. We assign the following values to dummy variable Z2: Z2 = 0 if the strain
has 1 or 2 copies; Z2 = 1 if the strain has more than 2 copies (see Note 3). We
assume that there is no within-taxon variation in these traits. The data for growth
response and operon number should therefore be entered in the “Taxon Means”
box as shown below:

1 <0> 1 <0>
0 <0> 0 <0>
0 <0> 0 <0>
0 <0> 0 <0>
0 <0> 0 <0>
0 <0> 1 <0>
and so on.
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Enter the number of taxa and traits for your dataset in the appropriate text boxes.
In our example these are 24 and 2, respectively.

5. Enter the number of phylogenies to be used in your analysis in the “Number of
phylogenies” box. In our example this is 1. Partial 16S rRNA gene sequences
(approx 470 bp) for the 24 strains were obtained from GenBank, and a maximum
likelihood phylogeny was reconstructed for the aligned sequences using a gen-
eral time-reversible model with Aquifex pyrophilus as an outgroup. Enter the
phylogeny in the text box under “Enter phylogeny below”:

((((KBS-EC3:0.0,KBS-EC5:0.002635):0.00000001,HF1-S21003:0.0):0.029073,HF6-
S22243:0.043198):0.066069,((KBS-EC1:0.072848,HF4-S21032:0.053723):
0.122946,((((HS1-S23321:0.00000001,(HS6-S24556:0.002806,HS2-S24520:

Table 1
Discrete Comparative Data Coded as Dummy
Variables for Correlation Analysis

Strain Z1 Z2

HF3-S21027 1 1
HS5-S24542 0 0
KBS-LC2 0 0
HS7-S24561 0 0
KBS-LC8 0 0
KBS-LC1 0 1
HF2-S21012 1 1
KBS-EC4 1 1
HF5-S21125 1 1
HS2-S24520 0 0
HS6-S24556 0 0
HS1-S23321 0 0
HS3-S24538 0 0
HS4-S24541 0 0
KBS-EC2 1 1
KBS-LC6 0 0
KBS-LC4 0 0
KBS-LC9 0 0
KBS-EC3 1 1
HF1-S21003 1 1
KBS-EC5 1 1
HF6-S22243 1 1
KBS-EC1 1 1
HF4-S21032 1 1

Adapted with permission from Klappenbach et al. (15).
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0.014190):0.008496):0.058124,(HS3-S24538:0.047107,HS4-S24541:0.080642):
0.041662):0.047884,(HF3-S21027:0.138372,(((KBS-EC4:0.015445,HF2-S21012:
0.0):0.021123,HF5-S21125:0.002105):0.073557,(HS5-S24542:0.049863,((KBS-
LC1:0.008264,KBS-LC2:0.079047):0.015862,(KBS-LC8:0.046871,HS7-S24561:
0.028210):0.009285):0.060324):0.034712):0.081412):0.048808):0.034106,((KBS-
EC2:0.099980,KBS-LC9:0.068839):0.059236,(KBS-LC4:0,KBS-LC6:0.002484):
0.095889):0.212395):0.076194):0.071234);

While this phylogeny is generally well supported by bootstrap analysis and
agrees well with trees reconstructed with other methods, it is still a hypothesis
which is not known with complete certainty. For starters, note that there were
two unresolved polytomies (multifurcations with more than two branches radiat-
ing from a single internal node) that were “resolved” by setting the affected
branch lengths equal to 10–8. We do not know whether these multifurcations were
due to insufficient data (i.e., a soft polytomy) or historical reality (i.e., a hard
polytomy). Regardless, comparative methods, including phylogenetic GLS, gen-
erally require that your phylogeny be completely resolved into a bifurcating tree.
If there are polytomies in your tree, one way to get around this problem is to set
internal branches estimated to have a length equal to zero to a positive but very
small number. Although this solution is arbitrary, it does not affect either the
variance–covariance matrix or the parameter estimates of the model (8,16). The
more uncertainty there is in your phylogeny, the more important it becomes to
consider incorporating this source of error into your model. A number of ap-
proaches for dealing with phylogenetic uncertainty have been proposed, but
which strategy is best will depend upon the quality of your phylogenetic infor-
mation. This is discussed in more detail below (see Note 2).

6. Choose “Execute.” To implement a Brownian-motion model of evolution, select
“use alpha” and set it equal to zero.

The output from COMPARE includes a summary of the phylogeny and com-
parative data followed by statistics for the GLS regression. These include esti-
mates of the intercept and slope and their errors, an estimate of how much of
the variation in the data is explained by the model (R2), its log likelihood, and
the estimate of the correlation coefficient (R). For the example data, the slope
of the regression of growth response on operon copy number was significantly
different from zero (with a mean ± standard error of 0.40 ± 0.111), which pro-
vides statistical support that the two traits are evolving in a correlated fashion.
The estimated correlation coefficient was 0.61.

Redo the analysis, this time implementing an exponential model by
estimating the value of the restraining force alpha. Although we generally do not
know whether a linear or an exponential model is more appropriate for describ-
ing the phenotypic dependence of our dataset, virtually all evolutionary mod-
els can be described by one or the other (but see Note 4 for discussion of an
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alternative model). For this reason I suggest you run both models. However, as
mentioned under Subheading 1.2. above, the exponential model does appear
to be a better general purpose model in that it is quite robust to violations of its
assumptions about the evolutionary process underlying phenotypic change.
Therefore, if you obtain markedly different results with the respective models,
I would favor the results of the exponential model. That said, parameter esti-
mates appear to be more accurate under the Brownian-motion model when its
assumptions are not seriously violated (12), so one can achieve better esti-
mates with this model provided that the value of alpha is estimated to be low.
Because alpha is scaled to tree length, however, what constitutes a low value of
this parameter is phylogeny dependent. If the sum of all branch lengths is equal
to one, for example, then alpha can be removed from the model if its estimated
value is lower than approx 2.5.

For the regression of growth response on operon copy number, the COM-
PARE output shows that the maximum likelihood estimate of alpha was 7.8, a
moderate constraint on phenotypic evolution. Like the Brownian-motion
model, the slope of the regression was significantly different from zero (0.75 ±
0.100), and there was a strong positive correlation between the two traits (0.85).
One reason why the exponential model may provide a good fit is because the
data are categorical and are constrained from diverging freely. Under a com-
mon model of binary trait evolution, in which there is a constant probability of
reversibly changing from one state to the other over any time interval, pheno-
typic similarity indeed declines exponentially with increasing evolutionary dis-
tance (17).

4. Notes
1. Consider the familiar simple least squares regression model:

Yi = b0 + b1Xi + ei i = 1, ..., n

In matrix form, this is:

Y = Xbbbbb + eeeee

where Y is the vector of the n observations of the dependent variable Yi:

Y1

Y2

.

. .
Yn

.

.
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bbbbb is the vector of regression coefficients:

b0

b1

X is the matrix:

1 X1

1 X2

. .

. .
.

. .
1 Xn

which, when multiplied by bbbbb, yields the expected values of Yi = b0 + b1Xi. The
coefficients of the model are fit by minimizing the sum of the squared deviations
of the data points from the regression line.

eeeee is the error term vector, with ei expected to be zero for all observations. The
standard least squares regression model also assumes that these error terms are
normally distributed, independent, and have equal variance s2. These latter two
assumptions are captured in the variance-covariance matrix, for which diagonal
elements of the matrix (the variances) are s2 and the off-diagonal elements (the
covariances) are equal to zero (because of the model’s assumption that the errors
of different observations are independent). This model is a special case of the
generalized least squares (GLS) model in which (1) error terms of different obser-
vations may have different variances and therefore have different values along
the diagonal; and (2) pairs of error terms may be correlated, resulting in off-
diagonal elements greater than zero.

2. For the worst-case scenario of having no phylogenetic information for your study
organisms, randomized phylogenies can be generated by computer simulation
(18). Topologies are simulated according to a Markovian branching process of
speciation (e.g., ref. 19), with branch lengths specified by either the branching
process or a coalescent model (19). GLS analysis of the comparative data can
then be conducted on all of the sample trees to obtain a distribution of estimated
correlation coefficients. The spread of this distribution is a measure of confi-
dence in the mean that takes into account the uncertainty in the phylogeny. To
simulate random trees in COMPARE, select the “Generate trees or data” button
in the main window. Choose some number of trees to generate (e.g., 1000) with-
out constraint (the default option) for the number of taxa in your dataset by filling
in the appropriate text boxes. Select “Generate” to initiate the simulation and
then transfer the results to the main window for analysis using the “Replace”
button.

In the event that your phylogeny is partly resolved (e.g., you know that a sub-
set of the taxa in your dataset form a clade), a distribution based on completely
randomized trees will overestimate the degree of phylogenetic uncertainty and

.
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yield confidence intervals for your parameter estimate that are too conservative.
COMPARE allows you to constrain the random sampling of phylogenies to a
subset of ordered topologies according the algorithm of Housworth and Martins
(20). To do this, choose “Generate trees or data.” Select “With constraint,” at
which point COMPARE will prompt you to enter your available topological
information in the standard Newick format in the “Constraints” text box. Proceed
as above to generate a random sample of phylogenies from this subset of all
possible phylogenies.

If, on the other hand, your phylogeny is mostly resolved but lacking, say, in
strong bootstrap support at a minority of nodes, then another approach that can
be used is to run a correlation analysis on each of the trees inferred from the
bootstrapped molecular data and then obtain confidence intervals from the
resultant distribution of coefficient estimates (21). This would be another way to
resolve the polytomies in the example phylogeny.

3. One is not restricted to two values when using dummy variables to introduce
discrete data into regression models. In our example, there are N = 7 strain groups
based on number of rRNA operons (15). Rather than code the data as two groups
one could choose to incorporate the exact number of operons a strain possessed
into the model by creating multiple dichotomous dummy variables. For N = 7
groups, this requires N – 1 = 6 dummy variables Z2, Z3, Z4, Z5, Z6, and Z7. Strains
with one copy would be coded (Z2, Z3, Z4, Z5, Z6, Z7) = (0,0,0,0,0,0), those with
two copies (1,0,0,0,0,0), those with three (0,1,0,0,0,0), and so on. Care should be
taken, however, when choosing how to code the data, particularly when datasets
are not large, as is often the case with comparative data. This is because more
complex models can lead to poor parameter estimation and misleading results.

4. Consider the possibility that acquiring an additional rRNA operon via a tandem
duplication event immediately allows the variant to respond more quickly to
favorable changes in the environment than its ancestor. This would reflect a
model of evolution in which trait changes occur at “speciation events.” In such a
case the expected phenotypic correlation between taxa decreases with the pro-
portion of shared speciation events (9). To analyze your data with this model,
proceed as before, but this time enter “0” in the main window box following
“Raise all branch lengths to the power of,” thereby setting all branch lengths of
the phylogeny equal to 1. For our example, we again find evidence for a highly
significant positive correlation between the two traits (R = 0.83).
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Conjugated Linoleic Acid Detection Produced by Dairy
Starter Cultures

Carina Van Nieuwenhove, Silvia N. González, and Alicia Bardón

1. Introduction
Conjugated linoleic acids (CLA) are a group of octadecadecenoic acids con-

taining conjugated double bonds that are separated by one single bond. CLA
has gained considerable attention because it is a natural component in foods
with anticarcinogenic and antioxidative properties. Other properties (antidia-
betic and immunomodulating) have been attributed to CLA.

These isomers of linoleic acid (LA) are formed by rumen bacteria (1), of
which Butyrivibrio fibrisolvens (2) is the most widely known. Some of these
bacteria have a linoleic acid isomerase, which catalyzes the isomerization of
linoleic acid into CLA. Of the various isomers of CLA, the cis-9, trans-11 and
the trans-10, cis-12 isomers are considered to be the most effective. The con-
version reaction has been studied both in growing bacterial cultures and
washed-cell suspensions (3). CLA can be found naturally in dairy products and
meat of ruminant animals. Many authors report higher levels of CLA in milk
products than in unprocessed milk (4,5). Different dairy starter cultures have
been tested for CLA formation for use in the dairy industry. In order to exam-
ine the isomerizing effects of bacteria on LA, many methods of detection have
been tested, but most are difficult to carry out. In this chapter, we describe a
simple method available for extraction and detection of CLA produced by dif-
ferent dairy starter cultures. The procedure used for lipid extraction has a very
good yield for long-chain fatty acids.
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2. Materials
1. Chloroform.
2. Methanol containing no more than 0.5% w/w water.
3. Pure HCl.
4. NaOH.
5. n-Hexane.
6. Anhydrous Na2SO4.
7. LAPTg: 15 g/L peptone, 10 g/L triptone, 10 g/L yeast extract, 10 g/L glucose,

1.08 g/L Tween-80; pH 6.5 ± 0.2. Sterilize in autoclave at 121 C for 15 min (6).
8. Tween 80 (polyoxyethylene sorbitan monooleate, Sigma).
9. Linoleic acid.

10. Conjugated linoleic acid.
11. LA supplementation: different LA concentrations (0–1000 mg/mL) were added

to aqueous solution in 1% Tween-80 (see Note 1).
12. Saline buffer: 0.8% w/v NaCl, 0.121% K2HPO4, and 0.034% KH2PO4, pH 7.2

(see Note 2).

3. Methods
3.1. Bacterial Strains

Propionibacteria, Lactobacilli, and Lactococci strains were grown in LAPTg
medium (see Note 3) with linoleic acid supplementation. Each test organism
was inoculated to a density of 106 organisms/mL. All strains were grown until
stationary phase.

3.2. Medium Preparation

1. 10-mL Aliquots of medium with added LA (0–1000 mg/mL) were autoclaved in
test tubes at 121 C for 15 min.

2. After inoculation with 1% of culture (v/v), the culture was incubated under con-
ditions appropriate for each specific bacterium until stationary phase, i.e., at 37 C
for lactobacilli (20 h), and 20 C for lactococci (72 h) and propionibacteria (72 h).
Then isomerase activity was measured by CLA detection using gas chromatogra-
phy (see Note 4).

3.3. Lipid Extraction

1. Samples of bacterial suspensions were centrifuged at 2500g. The bacterial pellets
were washed twice with saline buffer. The bacterial cells and supernatant fluid
were analyzed for extracellular and intracellular fatty acid composition, respec-
tively (see Note 5).

2. Following incubation, the lipids (see Note 6) of 5 mL of medium or bacteria sus-
pension were extracted with 15 mL of chloroform/methanol 2:1 (v/v) mixture (see
Note 7).

3. The lower layer was collected and evaporated with a rotary evaporator at 35 C for
15 min.
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3.4. Lipid Hydrolysis

The residue was saponified with 6 mL of 0.9% NaOH (see Note 8) in metha-
nol at 100 C for 20 min, then cooled to room temperature.

3.5. Preparation of Fatty Acid Methyl Esters

1. Free fatty acids were methylated with 5 mL of 4% chloridric acid in methanol at
60 C for 30 min (7).

2. The methylated sample was mixed with 4 mL of hexane:water 1:1 v/v (see Note
7) and centrifuged at 500g for 10 min at 4 C.

3. The hexane layer was dried with anhydrous Na2SO4 and then kept under nitrogen
at room temperature. The residue was redissolved in 1 mL of hexane for further
quantification.

3.6. Standards Methylation

LA and CLA standards (99% pure; Sigma) were methylated as described
above (see Notes 10 and 11).

3.7. Gas Chromatography (GC) Analysis

1. GC analysis was carried out by using an Agilent Technologies Model 6890N gas
chromatograph equipped with a flame ionization detector and a model 7683 auto-
matic injector with a 10 mL syringe.

2. 1 mL of fatty acid preparation was injected into a HP 5 column (30 m ¥ 0.25 mm
id ¥ 0.25 mm of thickness). GC conditions: injector temperature 250 C; initial
oven temperature 50 C (increased to 150 C at 20 C/min and held for 50 min,
then increased to 225 C at 10 C/min and held for 20 min); and detector tempera-
ture, 250 C. Nitrogen was used as the carrier gas.

3. Fatty acids were identified by a comparison of the retention times with the methy-
lated standards. The areas of LA and CLA peaks were calculated as mg CLA or
LA per 10 mL medium.

4. Notes
1. It is not recommended to add more than 1000 mg/mL of LA to the medium due to

its growth-inhibiting effect.
2. All solutions must be prepared with distilled or demineralized water or water of

equivalent purity.
3. Other media can be used, depending on selected strain.
4. The major production of CLA is observed during growing phase.
5. Most of the CLA (98%) is detected in supernatant fluid.
6. This method of lipid extraction is for long-chain fatty acids (C 12–C 20).
7. All solvents used were HPLC grade.
8. 0.9% NaOH in methanol can be replaced by 0.9% KOH in methanol.
9. Special precautions must be taken when handling organic solvents.

10. Keep fatty acids out of light and air to prevent degradation.
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11. Using this method, LA and CLA recovery percentages are 97% and 98%, respec-
tively.
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Techniques for Manipulating the Bacterial Endophyte
Bacillus mojavensis

Charles W. Bacon and Dorothy M. Hinton

1. Introduction
Bacterial endophytes actively colonize plant tissues and establish long-term

associations, actually lifelong natural associations. The endophyte presumably
benefits from inhabiting the plant interior because it is a protected niche in
which there is relatively little competition from other microorganisms for a
reliable source of nutrition. Thus, an endophyte is a microbe that lives in asso-
ciation with plants, forming a symptomless biotrophic association (Fig. 1).
However, not all endophytes are exclusively intercellular, as some form intra-
cellular associations as well, e.g., inside phloem and/or xylem tissues. Endo-
phytes may colonize plants either exclusively below ground or above ground
or both. Endophytic bacteria are distinguished from transient visitors, usually
dormant or latent bacterial infections, which form associations as happen-
stances that will not survive long. The term bacterial endophytes, as used here,
encompasses the broader use of the narrowly defined term of Kado (1) to
include that of Quispen (2), which defines bacterial endophytes as those inter-
cellular bacteria that impart an ecological benefit to the plant without doing
substantive harm to the plant. While this definition is restrictive, it conveys the
concepts useful in defining fungal endophytes (3), and will serve as the pri-
mary focus for readers of this review as that of using endophytes as biocontrol
agents. Inherent in the definition of endophytic bacteria is the concept of a
symptomless, nondisease-producing infection that results in a series of interac-
tions that range from no effects on the hosts (neutralism), to beneficial to the
hosts and bacteria (mutualism), or to benefiting only one member (commen-
salism). We base these interactions on the terminology used for fungal endo-
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phytes and their quantitative and qualitative relationships with grasses (3).
However, the specific interactions that would apply to B. mojavensis specifi-
cally, and other bacterial endophytes in general, have not yet been established.

The definition of endophytic bacteria used here purposely excludes latent
and/or pathogenic bacteria and the resulting negative pathological, epidemio-
logical, and physiological effects that these bacteria produce in plants. Also
excluded are those bacteria whose interactions with plants are restricted, i.e.,
epiphytic and rhizoplane or phyllosphere colonizers and dormant or latent
stages of endophytic colonizers, as well as diazotrophic bacteria that form root
and stem nodules, such as species of Rhizobium, Bradyrhizobium, and so on.
However, the diazotrophic endophytic species that are included are those that
do not form nodules, and these include the species of Azorhizobium,
Azospirillum, and others.

Bacterial endophytes are rapidly becoming a distinct group of biocontrol
organisms, as indicated by the recent increases in publication numbers that
reflect an interest in their potential benefits to agriculture. However, endophytic
bacteria that did not produce diseases were described well over 50 yr ago (4,5).

Endophytic bacteria show a tremendous amount of diversity not only in plant
hosts but also in bacterial taxa (6,7). Usually, endophytic bacteria are repre-
sented by specific strains, and these include Gram-positive and -negative spe-

Fig. 1. Endophytic habit of Bacillus mojavensis in corn roots. A, Light micrograph
(40X) showing a cross-section of root cells showing the distribution of bacteria both
within the intercellular spaces of the cortex, c, and the steel, s. B, Light micrograph
(100X) of corn plant showing the distribution of aniline blue stained bacterial cells of
B. mojavensis within the intercellular spaces of root tissue (arrows), c, cell.
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cies. However, there are some species that apparently have evolved along with
plants, exploiting the endophytic habit. We have discovered one such species
of desert-dwelling bacteria, Bacillus mojavensis. All isolates of this species
tested to date readily form endophytic associations with plants, and several of
these have been reported to be successful in preventing disease development
(8–10). One isolate of B. mojavensis has been used to demonstrate for the first
time that a bacterial endophyte can be used to reduce the in planta accumula-
tion of a mycotoxin produced by an endophytic fungus (11). Endophytic bacte-
ria can also be used as transformed vectors for other useful products that can be
expressed in planta, augmenting either the natural vitamin and other value-
added components of food crops, as well as a natural pesticide vector. Such
surrogate-transformed plants might have greater value and public acceptability
than transgenic plants.

Endophytic bacteria intended for use in biotechnology must have specific
natural requirements relative to plants and potential uses, which include
biocontrol agents, delivery systems for specific pest-protecting genes or their
products, and providing plant growth–enhancing traits. The first requirement
is that the endophyte must not have the potential to induce plant disease. A
second requirement is that the endophyte must be capable of being distributed
within the plant, especially at locations where pests are expected to reside.
Equally important, and in the absence of a uniform distribution, is that the
delivery system of the substance being used to control or deter pests must be
translocated from the bacterium through the plant and to the target. The third
requirement is that the organism must be equally transformable and easily
manipulated genetically.

Since the discovery of the B. mojavensis group of organisms is relatively
recent, there is scant knowledge concerning the specifics for genetic manipula-
tions, and molecular modifications of a natural group of bacteria that is a self-
contained, plant protected and nourished, and self-regulated system. Thus,
isolates of this group fulfill the above three requirements for usefulness in plant
health and protection. The objective of this chapter is to provide both a brief
review of bacterial endophytes, and present useful methodologies and basic
tools that can be used to exploit B. mojavensis at the molecular level for a
greater impact on emerging technologies using an endophytic bacterium as a
biocontrol, delivery system, plant-growth promoter, and plant-health enhancer.
In general, some of the techniques presented will also prove suitable for other
species of endophytic bacteria.

2. Materials: The Bacterium
The species of bacteria that have been established as endophytic are numer-

ous, and include species within the genera Pseudomonas (fluorescent pseudo-



362 Bacon and Hinton

monads), Burkholderia, Bacillus, Erwinia, Clavibacter, Xanthomonas, Agro-
bacterium, Serratia, Stenotrophomonas, Phyllobacterium, Enterobacter,
Corynebacterium, Micrococcus, Flavobacterium, and others (6,12–16). These
bacterial endophytes have been used as biological controls for pathogens (6,17–
20), medicinal qualities (21), other pathogenic and mycotoxic fungi (10,22),
and for the control of bacterial pathogens such as the use of Pseudomonas
fluorescens in the control of several pathogens of cotton, cucumber, and pea
other offer bacterial pathogens (23–25). Additional uses of bacterial endo-
phytes include control of plant-parasitic cyst and root-knot nematodes (7,26).
Further, most of the genera indicated previously have a restricted endophytic
colonization that is usually limited to the roots, or subcuticle areas of roots,
and are not distributed into the root cortex or foliage and stem areas. True
bacterial endophytes that would offer the most as biocontrol agents should colo-
nize root, stem, and leaves, although their distribution among these organs may
not be the same.

Outstanding strains among the bacterial species used as biological controls,
and not necessarily as endophytes, include several strains of Bacillus subtilis.
Bacillus subtilis (Ehrenberg) Cohn is the oldest, and the nomenclatural type
for the Bacillaceae and the genus Bacillus. This Gram-positive, spore-forming
bacterium has proven safe over many years as a nonpathogenic species, and is
consumed in ton quantities in several human food preparations. The bacterium
is widely distributed in nature and has been isolated from several botanical
environments, primarily the soil, where it has been shown to have antibiotic
properties and biocontrol potentials. A strain of B. subtilis was recently reported
(27) to be endophytic, intercellular, and nonpathogenic, to enhance plant
growth, and to protect plants against fungi (22). This strain was patented (Patent
Number 5,994,117; ATCC 55732) as a biocontrol for diseases of maize caused
by fungi (28). This isolate was subsequently found to belong to the closely
related B. subtilis-like phenotypes that were recently described as Bacillus
mojavensis (29) (Fig. 2). The discovery of the patented isolate initiated the
search for additional endophytic strains and spurred experimental studies of
the species in general.

The type and other strains of B. mojavensis were isolated from soil samples
from the Mojave Desert in California, and other major deserts of the world,
respectively (Table 1). This bacterium is distributed throughout the axis of the
corn plant, although it is found in the roots in a much greater density than other
parts of the plants, and found in equal frequencies in leaves and stems (9). A
similar distribution is observed for wheat, and it is assumed that B. mojavensis
is distributed in most plant organs. All isolates of this species were subse-
quently shown to be endophytic, nonpathogenic to plants, antagonistic to fungi,
and to enhance plant growth (9). Thus, we have discovered a species with a
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natural unique biocontrol habit. Its occurrence in desert soil suggests that it is a
natural endophyte of desert plants, since very little growth and colonization
can occur in the desert soils used to isolate these strains, which were isolated
from near-surface soil depths of 10 to 20 cm (29).

2.1. Culture Media

This bacterium is easy to culture on Difco (Detroit, MI) nutrient agar, which
can also be used to isolate the bacterium from tissue, and to demonstrate fungal
antagonism (see below). Other agar media found suitable for the isolation of B.
mojavensis include Difco tryptose blood agar base (29), J-agar (5 g tryptone,
15 g yeast extract, 3 g K2HPO4, 20 g agar, 2 g glucose, 1000 mL distilled
water, pH 7.3 to 7.5) (37). The J-agar is recommended for culturing the fastidi-
ous Bacillus species used as biocontrols for insects, and it produces rapid
growth of B. mojavensis strains. Several strains of B. mojavensis are appar-
ently nutritionally fastidious, since they grow slowly on other media, espe-
cially nutrient broth. Nevertheless, bioassays designed to determine fungal
antagonism should be conducted on nutrient agar, as all isolates produce antag-
onistic substances on it, and because the zone of inhibition is far larger than
that observed on other media. This suggests that there is more production of
inhibitory substances on nutrient agar than on other media.

2.2. Initial Isolation

A working definition for bacterial endophytes includes bacteria that can be
isolated from surface disinfested plant tissue that shows no evidence of patho-
genicity. Such symptomless infections formed the basis for the early observa-

Fig. 2. Neighbor joining tree for species within the Bacillus group, indicating that
they are very closely related to each other by 16S rRNA gene sequence analysis (29).
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tions of Pasteur in 1870, as reviewed by Smith (30), that there were bacteria
residing inside plant tissues that were symptomless. Most of the early observa-
tions on bacterial endophytes were based on isolations from seeds, ovules, and
tubers (4,5,30). Henning and Villforth (31) made the early observations that

Table 1
A Listing of the World’s Strains and Mutants of Bacillus mojavensis According
to Roberts et al. (29)

Bacillus mojavensis strain* Desert or collection site Collector

NRRL B-14698T Mojave Desert, CA F. M. Cohan
RRC 101 (ATCC 55732) Northern Italy, maize kernel C. W. Bacon
RRC 111 Transformant of RRC 101 C. W. Bacon
RRC 113 UV nonantagonistic mutant C. W. Bacon
RRC 114 UV nonantagonistic mutant C. W. Bacon
NRRL B-14699 Mojave Desert, CA F. M. Cohan
NRRL B-14700 Mojave Desert, CA F. M. Cohan
NRRL B-14701 Mojave Desert, CA F. M. Cohan
NRRL B-14702 Mojave Desert, CA F. M. Cohan
NRRL B-14703 Gobi Desert, People’s Republic of China M. S. Roberts
NRRL B-14704 Gobi Desert, People’s Republic of China F. M. Cohan
NRRL B-14705 Gobi Desert, People’s Republic of China F. M. Cohan
NRRL B-14706 Gobi Desert, People’s Republic of China M. S. Roberts
NRRL B-14707 Gobi Desert, People’s Republic of China F. M. Cohan
NRRL B-14708 Gobi Desert, People’s Republic of China F. M. Cohan
NRRL B-14709 Gobi Desert, People’s Republic of China M. S. Roberts
NRRL B-14710 Gobi Desert, People’s Republic of China F. M. Cohan
NRRL B-14711 Gobi Desert, People’s Republic of China F. M. Cohan
NRRL B-14713 Gobi Desert, People’s Republic of China M. S. Roberts
NRRL B-14714 Sahara Desert, Nefta, Tunisia M. S. Roberts
NRRL B-14712 Gobi Desert, People’s Republic of China F. M. Cohan
NRRL B-14715 Sahara Desert, Nefta, Tunisia M. S. Roberts
NRRL B-14716 Sahara Desert, Nefta, Tunisia M. S. Roberts
NRRL B-14718 Sahara Desert, Nefta, Tunisia F. M. Cohan
NRRL B-14719 Sahara Desert, Nefta, Tunisia M. S. Roberts
NRRL B-14817 Tumamoc Hill, AZ K. E. Duncan
NRRL B-14818 Tumamoc Hill, AZ K. E. Duncan
NRRL B-14824 Sahara Desert, Nefta, Tunisia M. S. Roberts

*Note: Strain RRC 111 is an endophytic, antagonistic, auxotrophic (trpC2, thr5) transformant
that was produced by transforming the nonendophytic, nonantagonistic, auxotrophic (trpC2, thr5)
B. subtilis BD 170 (ATCC 33608) with DNA from the endophytic antagonistic B. mojavensis
RRC101 (9). Two other strains, RRC 113 and RRC 114, were derived from RRC 111 as random
UV-resistant mutants, selected on the basis of not being nonantagonistic to F. moniliforme and
other fungi.
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endophytic bacteria resided in stems and leaves, and Mundt and Hinkle (32)
made a survey of plants that demonstrated the diversity of plant species har-
boring bacterial endophytes. This survey has been extended to include well
over 54 genera, representing 129 bacterial species from both monocotyledon-
ous and dicotyledonous plants (6,7,14,15,33,34).

2.2.1. Plant Tissue Isolation

Demonstration that a bacterial isolate originated from internal organs of
plants is exceedingly important according to the definition of endophytic bac-
teria. The methods used must involve one or more highly concentrated disin-
fectants. The commonly used disinfectants include sodium hypochlorite
(supplied either in commercial bleach or the dry reagent), mercuric chloride,
ethyl and methyl alcohols, sulfuric acid, hydrochloric acid, and hydrogen per-
oxide (14,35,36). Two or more of these disinfectants are used in sequence,
with one or more distilled-water rinses between each treatment. The time period
used for each depends on both the nature of the material and the degree of
external contamination observed. However, some disinfectants are used for
specific plant parts. Roots can be disinfected with commercial bleach only if it
is known for certain that the endophyte is present, and if live endophyte recov-
ery is not important. For example, a 1% chloramine-T aqueous solution is rec-
ommended to disinfect roots (35). The plant materials used for recovery of
bacteria consisted of roots that were surface disinfested with 1% chloramine-T
for 30 min and shoots that were surfaced disinfested with commercial bleach,
full strength (5.25% sodium hypochlorite), for 5 min as described above
(14,35,36). Roots disinfected with bleach would readily take up the sodium
hypochlorite and become sterilized internally, yielding no bacteria. Disinfected
plant parts were cut into smaller (0.5 to 1 cm) sections, placed on rifampin-
augmented nutrient agar medium, and incubated for 5–14 d at 25 C.

The presence of bacteria in roots should be used only as a tentative indicator
of endophytic infection, because the bacteria can colonize roots through cracks
in broken roots and abrasions present on root surfaces and remain in these
locations. Thus, bacteria found in roots might not represent true endophytic
colonization. Additional criteria for endophytic infection activity are listed in
Subheading 3.

2.2.2. Soil Isolation

The isolates of B. mojavensis were obtained from soil samples collected
near the surface of deserts at depth ranging from 10 to 20 cm (29). Because all
except one of the known world’s isolates (28) were collected by Roberts et al.
(29), their procedure is listed here in some detail. All collections were made
under aseptic conditions, and each 150-g desert soil sample is heat treated at
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80 C for 10 min to kill vegetative cells and induce sporulation (29). Appropri-
ate dilutions are made of the heated soil samples, each is plated out on tryptose
blood agar, and all emergent colonies streaked three times for isolation. Pre-
liminary screening is conducted on the isolates as described above for the abil-
ity to hydrolyze gelatin, utilize citrate, reduce nitrate, and ferment L-arabinose
and mannitol. Any isolate that is positive for all five is grouped into the B.
subtilis group (29). Additional studies concerning antagonism, molecular typ-
ing, and endophytic colonization are performed as described in this chapter.

In addition to soil, it should be noted that additional isolates are possible
from desert plants, either fresh or dried material, and the procedure used for
isolation from plant material following inoculation is described in Subhead-
ing 3.1.1. There has not been any survey of desert plants for these bacteria, so
their biological role and distribution in desert and other habitats have not been
defined.

2.3. Identification

The identification of Bacillus species is difficult, and molecular methods
(29,38–40) are the basis for distinguishing species within this very large, com-
plex genus (Fig. 2). Isolates may be identified tentatively to the genus Bacillus
if they have the ability to hydrolyze gelatin, utilize citrate, reduce nitrate, and
ferment l-arabinose and mannitol. Any isolate that is positive for all five of
these phenotypic tests probably belongs to the Bacillus subtilis group of closely
related species (Fig. 1), this may include B. mojavensis isolates, but additional
analysis may be required for proper identification, including molecular analy-
sis. It is important to remember that all isolates of B. mojavensis are identical
to the biochemical and morphological phenotype of B. subtilis.

Strains of B. mojavensis can be distinguished from the B. subtilis group only
by differences in whole-cell fatty-acid composition, resistance to genetic trans-
formation between taxa, and PCR amplification of polymorphic DNA (29).
However, we have established that ribotyping of B. mojavensis strains with
EcoRI can also be used both for genetic typing and for species and strain iden-
tification (10, and unpublished; see below). Ribotyping is based on restriction
digestion of bacterial chromosomal DNA, in this case with EcoRI, followed by
Southern hybridization with a ribosomal operon probe, producing a genetic
fingerprint, or riboprint pattern, which is automatically identified and charac-
terized by an analytical software from patterns stored in a data bank (40). Thus,
a large number of isolates can be screened and patterns compared in a rela-
tively short time. For identification, patterns are compared to a set of reference
patterns in an identification database. Sample patterns are characterized by
clustering mathematically indistinguishable or identical patterns. Each cluster
of sample patterns is referred to as a “ribogroup.” Ribogroups are categorized
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by placement into specific libraries that can be utilized to compare specific
ribogroups within a species to each other (Fig. 3).

The ribotyping procedure is simple, since all aspects of it are performed
with the automated ribotyping system and software that is commercially avail-
able (RiboPrinter, Microbial Characterization System, Qualicon/DuPont,
Wilmington, DE). As starting material, a few cells from a single colony of B.
mojavensis or cells directly isolated from plant tissue are sufficient to generate
a ribotype pattern. The cells are then subjected to a heat treatment to inactivate
nucleases and kill cells. DNA preparation involves lysing cells and cutting or
digesting the DNA with a restriction endonuclease. The restriction fragments of
DNA are separated by electrophoresis and the DNA immobilized on a membrane.
The DNA is hybridized with a labeled rRNA E. coli operon probe and processed
on the membrane, and the pattern is detected and analyzed with specific statis-
tical software and compared with identification database software resulting in
delineation of species or ribogroups (Fig. 3).

3. Methods: Bioassay for Endophytism
Successful isolation of B. mojavensis from plants is only one criterion used

to determine its endophytic status. All suspect isolates must be reintroduced
into plants, usually of the same host species, which had no prior infection. The
inoculated plants are examined microscopically for the presence of the bacte-
rium, and the bacterium reisolated on media (Subheading 2.1.). Noninfected
plants can be produced from seeds that have been treated with disinfectants
like those indicated above, and the seedling grown under aseptic conditions,
which can best be achieved under control culture conditions such as a plant
growth room (28). Additional procedures are described in other references
designed to study the relationships of endophytic bacteria with plants
(14,22,33,36,42,43).

3.1. Endophytic Colonization and Generating Mutants

All experiments to evaluate the ability of B. mojavensis strains to
endophytically colonize plants should be based on the recovery of a wild type
and its spontaneous antibiotic-resistant mutant derived from the parent isolate.
The most popular antibiotic used for this purpose is rifampin (or rifampicin),
which readily produces spontaneous rifampin-resistant mutants (Rifr, encoded
by rpoB). Rifampin is used at a concentration of 100 or 50 mg/L of medium.
Rifampin resistance has been combined with other marker genes such as the
lacZY genes in the fluorescent pseudomonads, and with chromosomally
inserted kanamycin resistance in several Erwinia species. These combinations
have worked for most soil bacteria, but as discussed below, there might be
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Fig. 3. Ribotypying of Bacillus species and the ribogroups produced by B. mojavensis strains. Sizes of EcoR1 fragment
containing rDNA sequences derived from Bacillus species and strains of B. mojavensis. Ribotyping was performed using
RiboPrinter Microbial Characterization System (Qualicon/DuPont, Wilmington, DE).
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minor problems, probably strain-specific, which are related to a reduction in
growth and/or competitiveness of the mutant test isolate.

Careful observation is necessary, since approx 1% of all rifampin mutations
of B. mojavensis lose the ability to antagonize fungi (22). This and other devia-
tions from the wild type have been observed for rifampin-resistant mutants of
several other bacterial species (23). Spontaneous chromosomal rifampin-
resistant mutants (Rif r) of each test strain are generated on nutrient agar con-
taining rifampin (50 or 100 mg/L, Sigma Chemical Co., St. Louis, MO). Several
single rifampin-resistant colonies are selected from each isolate and streaked
once more onto rifampin-augmented nutrient agar. To determine the stability
of mutants, each isolate is carried through 10 serial passages on nutrient agar
without rifampin. Rifampin resistance of each isolate is confirmed following
the tenth serial passage by plating onto nutrient agar augmented with rifampin
(100 mg/mL). The working stock cultures of mutants are maintained on nutri-
ent agar containing 50 mg/mL rifampin and stored at 4 C until used. Stock
cultures of all strains are stored on silica gel at –30 C.

3.1.1. Plant Inoculation and Culture

It is important to emphasize that this endophytic species readily colonizes
plants following the topical application to seed. It is not necessary to force,
inject, or reapply bacterial inoculum to plants once the seed has received the
bacterium. We have no information on the endophytic colonization of plants
following the application of inocula to leaves and stems of mature plants. The
maize seedling assay (44) is used as the test for endophytic colonization by the
bacterial strains. The seeds are surface and internally sterilized before use,
rinsed in sterile distilled water, soaked in water for 4 h, heat treated in a water
bath at 60 C for 5 min, and rinsed in sterile cool water (44). Bacterial inoculum
(0.01 mL, 2 ¥ 106 cfu/mL), prepared from a wild type and its Rifr mutants, is
placed on sterilized seeds and incubated on moist filter paper at 25 C for 48 h.
These kernels are planted in a sterile synthetic soil mix (Redi-Earth, pH 5.5–
6.0) in 6-in plastic pots (thinned to 12 plants per pot). Plants are watered daily,
and after 2 wk, they are fertilized at weekly intervals with a liquid 20-20-20
(N-P-K) fertilizer containing micronutrients. Uninoculated seeds are used as
controls and planted as described for the treatment groups. Companion treat-
ment groups consisting of non-Rifr mutants are also used in both preliminary
experiments and in the Rifr mutant recovery experiments to confirm that the
mutation did not alter the endophytic effects of the parental strains. Additional
plants to use include bush bean, oat, rye, and wheat. The colonizations of seed-
lings of these plants are identical to that of corn seedlings sterilized, inoculated
and grown as described above.
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3.1.2. Endophyte Recovery

Surface disinfected 2- to 4-wk-old plant material was used for recovery of
bacteria or biocontrol activity. This time period is the standard time used to
determine endophytic colonization by the patented strain and any in planta
biochemical control assessment, i.e., mycotoxin reduction or disease protec-
tion (22,45). All plant materials are disinfected as described above. However,
there is a phenomenon referred to as antibiotic masking, which prevents the
rifampin-resistant endophytic mutants to grow upon recovery from plants when
tissue is first placed onto rifampin-augmented media (43). This phenomenon
has been observed for field-grown corn infected with B. mojavensis, but not
necessarily so with plants grown under light-room conditions. Possibly there is
either a time period for this expression which is longer than the culture period
under light-room conditions, or the added microbial competition under field
conditions induces this effect. To be sure of recovery under any condition, it is
recommended that Rifr mutants of B. mojavensis-infected tissue be first placed
on nutrient agar without rifampin, and colonies picked and then inoculated
onto nutrient agar augmented with rifampin, and treated as described above for
isolation of the bacterium from plant tissues. Dilution plating (selective plat-
ing), using spread plate, poured plate, or droplet plating on media, allows enu-
meration of populations as required. Enrichment techniques may be used,
especially for detecting B. mojavensis in seed, since it is present in very low
levels, or when the results are negative, and the colonies enumerated by the
most probable number method.

3.2. In Planta Detection and Microscopy

Microscopic examinations are performed on all bacteria-colonized plants
that yield bacteria from leaves. In planta visualization is accomplished with
plant materials cut into thin sections by hand with a razor blade and stained
first with 2,3,5-triphenyltetrazolium chloride stain (46) followed by a second
stain for 1 min in an aqueous solution of 0.1% aniline blue (35). Both stains are
prepared as sterile solutions. The double-stained material is observed as a wet
mount under oil at 100X. The bacterial cells are located in the intercellular
spaces of plant tissue as stained, blue-purple, rod-shaped cells. If the whole
bacteria-infected coleoptile from a 2–3-d-old seedling is subjected to this stain-
ing procedure, the region containing the bacteria is stained darkly, providing
quick macroscopic evidence of bacterial endophytic colonization.

3.3. Assay for Antagonism and Plant Responses

3.3.1. In Vitro Test

Inhibition of fungal growth by strains of B. mojavensis is determined on
nutrient agar. Bacterial inocula are prepared from strains grown on nutrient
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agar for 7 to 10 d. The fungus used in this test is Fusarium moniliforme (=F.
verticillioides), RRC PATGUS, a strain rated as a strong pathogen of maize
seedlings (47) and transformed (48) with both the gusA reporter gene, which
codes for b-glucoronidase (gus), and the hph gene, which codes for hygromycin
resistance. This marked fungal isolate is also suitable for studies of plant-
fungus-B. mojavensis interactions. Inoculum for the test fungus is prepared
with 14-d-old cultures grown on potato dextrose agar plates (PDA). Control
plates consist of fungi or bacteria placed on nutrient agar plates alone as
described previously. A plug of F. moniliforme is placed on one side of a nutri-
ent agar plate, and a loop of bacteria is streaked down the opposite side of the
plate. The plates are incubated in the dark at 25–27 C until the fungi on the
control plates have grown together. Antagonism is expressed within strains of
this species as either a zone of inhibition, due to a diffusible toxin in the
medium, or to the death of hyphae upon contact with the zone of bacteria
(Table 2; Fig. 4A–D). The first measure of antifungal activity from the bacte-
ria is the size of the zone of inhibition formed between the radial growth on
reverse, measured from the edge of the colony of F. moniliforme to the edge of a
bacterial colony on the plate of nutrient agar (Fig. 4C). The second measure of

Table 2
In Vitro Assay for Type of Inhibition to Fusarium moniliforme
by Selected Strains of Bacillus mojavensis (9)

Bacillus mojavensis strains Type of fungal antagonisma

RRC 101 +++
RRC 111 ++++
RRC 51516 CCC
ATCC 51517 C
NRRL B-14714 +
NRRL B-14711 +
NRRL B-14707 C
NRRL B-14709 C
NRRL B-14698T C*
NRRL B-14818 ++
NRRL B-14817 +
NRRL B-14700 –
RRC 113 (UV-12) –
RRC 114 (UV-50) –

a –, no inhibition; +, weak (<3 mm) in vitro inhibition; ++, moderate (> 3–
9 mm) in vitro inhibition; +++, strong (>9–18 mm) in vitro inhibition; ++++,
very strong (>18 mm) in vitro inhibition; C, a contact inhibition (no zone of
inhibition but dead hyphae of F. moniliforme); C*, very strong contact kill.
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antifungal activity, in the absence of an inhibition zone, is the appearance of hy-
phae in contact with the bacterial colony (Fig. 4D). The hyphal walls in contact
with the bacterial colony are characterized by lysis and necrosis along the bacterial
zone of contact with hyphae.

Other fungi used in this bioassay and found to be antagonized by B.
mojavensis include Fusarium graminearum, F. oxysporum, F. proliferatum,
Helminthosporium maydis, H. carbonum, Clabdsporium herbarum,
Colletotrichum graminicola, Diplodia zeae, Aspergillus flavus, A. parasiticus,
Penicillium chryogeum, and Phythium sp. Indeed, the list of fungi that are in-
hibited by B. mojavensis is expected to be extensive, since the fungi listed here

Fig. 4. Forms of antagonisms showed by strains of B. mojavensis to Fusarium
moniliforme. A, and B, F. moniliforme control, and F. moniliforme and a noninhibitory
bacterium, respectively. C, antagonism owing to death from a diffusable toxin into the
medium, producing a clear zone (arrow). D, Death owing to direct contact of hyphae with
cells of B. mojavensis, gradually producing a dying zone of appressed hyphae back to
the initial inoculum location (arrow).



Bacterial Endophyte Bacillus mojavensis 373

were the species available for testing in this laboratory and all were inhibited.
Endophytic bacteria are also indicated as controls for viruses, nematodes, and
pathogenic bacteria (6), but the effects of B. mojavensis on these pathogens are
unknown.

3.3.2. In Vivo Effects of B. mojavensis on Plant Performance

Plant materials used to determine the effects of B. mojavensis on plant
growth include several commonly used vegetables, including the maize culti-
var “Truckers Favorite,” the bush bean cultivar “Blue Lake,” and the Durham
wheat cultivar “Ingot.” Seeds of these plants are subjected to the double steril-
ization procedure described in Subheading 3.1.1. (44) and then planted in a
sterilized synthetic soil mix in 6-in plastic sterile pots. An aqueous suspension
of washed bacterial inoculum (106 cfu/mL), prepared from a 48-h shake nutri-
ent broth culture, is placed on the disinfected seeds, which are air-dried for
approx 12 h. The bacterium may also be applied to the seed with various seed
coatings, without any deleterious effects. Seed dried as described may be stored

Fig. 5. Effects of Bacillus mojavensis RRC101 on plant growth. A, Effects of
Bacillus mojavensis RRC101 on 3-wk-old corn seedling root growth, with (1) and
without (2) the bacterium. B, Effects on bean seedling growth, with (1) and without
(2) the bacterium (9).
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under aseptic conditions under refrigeration (4 C) for at least 6 wk without
germination being affected (data not shown). The inoculated seeds are planted
in sterile soil. All plants are grown under aseptic conditions in a plant growth
light room at 32 C under a 16-h light (cool-white, high-output fluorescent
tubes, an average of 254 mmol • m2 • s) and an 8-h dark regime at 29 C for 14
to 21 d. Treated plants are harvested, washed, and separated into roots and
stems. The soil growth medium should be monitored throughout the experi-
ment for sterility to both non–B. mojavensis bacteria and fungi. The lengths of
roots, secondary root development, and shoot growth are used to measure the
effects of specific strains of B. mojavensis on plant growth (Fig. 5A,B).
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Engineering of Bacteria Using the Vitreoscilla Hemoglobin
Gene to Enhance Bioremediation of Aromatic Compounds

Benjamin C. Stark, Dale A. Webster, and Krishna R. Pagilla

1. Introduction
The hemoglobin (VHb) from the Gram-negative bacterium Vitreoscilla was

originally discovered in 1966 (1). It was initially thought to be a soluble form
of the terminal oxidase of the respiratory chain (cytochrome bo) until its cor-
rect identification as a hemoglobin in 1986 (2). It was originally proposed that
the role of VHb in Vitreoscilla is to help provide oxygen to the cell, particu-
larly under conditions of oxygen shortage, to enhance respiratory ATP produc-
tion. This idea fits well with the large induction in VHb levels that occurs at
low oxygen concentrations (3). It was further proposed that VHb may deliver
oxygen directly to cytochrome bo (3); supportive evidence, but not proof, exists
for this idea (4–6).

Shortly after the identification of VHb, its gene, vgb, was cloned (7,8). This
enabled experiments investigating the molecular details of the control of VHb
expression, in which it was found that the vgb promoter contains one or more
elements responsive to oxygen levels (including an Fnr site), one or more CAP-
binding sites (one of which may also be an ArcA-binding site), and at least one
additional putative control site of unknown function (9–13). It also allowed the
transformation of heterologous microbial hosts with vgb to try to enhance their
growth and productivity by supplying them with additional oxygen for respira-
tion and thus ATP production. Such genetic-engineering experiments initially
focused on enhancement of production of proteins (14–16) and antibiotics
(17,18) by bacteria and fungi. Enhancement of fermentation product produc-
tion was also investigated (19,20).
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We also had the idea that this approach might be successful in enhancing
bioremediation of aromatic chemicals by bacteria. There were two reasons for
this. First, many of the potential bioremediating organisms themselves are obli-
gate aerobes; supplying them with extra oxygen using vgb/VHb may aid their
growth (as indicated above), particularly in oxygen-poor environments. Sec-
ond, the pathways of aromatic-compound catabolism in such organisms invari-
ably require addition of molecular oxygen to the aromatic ring (21); it is
possible that the extra supply of oxygen afforded by vgb/VHb may stimulate
these reactions directly.

2. Experimental Approach and Results
2.1. Initial Work With Plasmid-Borne vgb

Our attempts to enhance degradation of aromatics began with work on trans-
forming bioremediating organisms with vgb and producing VHb in such cells.
The first three species used for this purpose were Pseudomonas aeruginosa,
Pseudomonas putida, and Xanthomonas (originally Pseudomonas) maltophilia.
Transformation into these strains was done with a construct (pSC160) in which
vgb was placed into the broad host range vector pKT230; pSC160 was stably
maintained in all three species and VHb expressed at levels of about 7–13
nmol/g wet weight of cells, about one-fourth to one-third that of the induced
level in Vitreoscilla (7). The presence of vgb/VHb was correlated with a mod-
est increase in viability and cell mass following stationary phase for P.
aeruginosa and X. maltophilia, but a greater decrease in the same parameters
for P. putida. Additional experiments confirmed that proper functioning of the
vgb promoter occurs in pseudomonads (10,11).

We investigated the ability of VHb to enhance degradation of benzoate as a
model aromatic compound in X. maltophilia. The results, however, paralleled
those of the growth experiments, with no enhancement occurring when cul-
tures were grown starting with small inocula. Only when large amounts of
cells in log phase were harvested and transferred to fresh medium to continue
log-phase growth did the vgb-bearing strain degrade benzoate faster (by approx
15%) than the untransformed strain (22).

More promising results were obtained with the 2,4-dinitrotoluene (DNT)
degrading strain isolated in the laboratory of Jim Spain (23,24). This bacterium
was isolated from a DNT-contaminated site and originally designated
Pseudomonas strain DNT. Typing by us using the API strip system identified
it as a strain of Pseudomonas cepacia. It was subsequently reclassified in the
genus Burkholderia; we refer to it as B. cepacia, even though that designation
is not certain (25). B. cepacia strain DNT could also be readily transformed
with plasmid pSC160, which could be stably maintained at about 15 copies per
cell and resulted in a VHb concentration of approx 8–10 nmol/g wet weight of
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cells. In addition, in this system the presence of vgb/VHb was correlated with
an increase in growth in rich medium (12% with respect to maximum OD600nm

achieved) and rate of DNT degradation during growth in minimal medium con-
taining 200 ppm DNT and 200 ppm yeast extract. The degradation enhance-
ment (as measured by DNT disappearance after one day’s growth) was greatest
(approx 60%) when inocula had been grown in minimal medium containing
200 ppm DNT, 200 ppm yeast extract, and 0.02 M succinate (26).

Further experiments were done to assess the advantage, if any, afforded by
VHb regarding DNT degradation in the B. cepacia system over a much wider
range of medium compositions, DNT concentrations, and aeration rates (and
combinations thereof) (27). In general, the disappearance of DNT was very
modest (due probably to poor growth) when the cosubstrate was 200 ppm yeast
extract. Amounts of succinate, amino acids, or yeast extract 5–10 times higher
than this, as well as tryptic-soy broth as cosubstrates, greatly enhanced both
growth and DNT disappearance. The vgb-bearing strain degraded DNT faster
than the control strain for almost every combination of conditions. For the bulk
of the conditions tested the increases ranged from approx 10–75%, but the greatest
advantages (up to 3.5-fold) occurred under conditions of limited aeration.

2.2. Biochemical Studies

The Spain laboratory had also cloned the genes encoding three of the enzymes
in the DNT-degrading pathway (24). They supplied us with the clone (in E.
coli on plasmid pJS39) of the operon which encodes the first of these (DntA).
This plasmid, as well as plasmid pHG1 (28), which contains vgb cloned into a
compatible vector (pVK102), were cloned simultaneously into E. coli JM109
(29). Expression of VHb was very high in this strain (maximum of 234 nmol/g
wet weight of cells). Comparison of its DNT-degrading ability with that of the
matched strain bearing pJS39 alone allowed examination of the effects of VHb
on the first step in DNT degradation, without the complication of the following
steps (as was the case with our original system).

Using either whole cells or whole cell lysates as enzyme preparations, the
presence of VHb was determined to increase the specific activity of DntA (with
respect to DNT) by three- to fourfold. It is as yet unclear whether this is due to
enhancement of production of DntA, enhancement of DntA activity (perhaps
by direct delivery by VHb of O2 to DntA), or a combination of these effects
(see Subheading 2.5.).

2.3. Integration of vgb into the Host Cell Chromosome

Although plasmid pSC160 was quite stable in our strains, we also worked to
produce strains in which vgb had been integrated stably into the host chromo-
some. These strains would be potentially more useful in actual field applica-
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tions due to increased stability of vgb, including absence of the need for antibi-
otics to guarantee its presence, as well as the lowered risk of horizontal transfer
of both vgb and the antibiotic-resistance genes. The conjugation-transposon-
based vectors developed in the laboratory of K. N. Timmis (30,31) were used
for this purpose, and vgb successfully integrated into the chromosomes of both
P. aeruginosa and B. cepacia (the B. cepacia used here was not strain DNT,
but was obtained from the USDA collection in Peoria, IL) (32). In P.
aeruginosa, VHb was expressed at a level of 8.8 nmol/g wet weight of cells
and afforded little advantage in growth but a sizable advantage (roughly 30–70%
increase) in benzoate degradation compared with the vgb-free control strain. In
B. cepacia, the VHb level was only approx 0.8 nmol/g wet weight and there
was little or no advantage in either growth or DNT degradation compared with
the vgb-free control strain. It is as yet unknown why the (presumably single-
copy vgb) P. aeruginosa strain has about the same level of VHb as the strain
bearing pSC160 (presumably with vgb at about 15 copies per cell), while VHb
levels in the single-copy and multicopy B. cepacia strains are scaled to the vgb
copy number. In any event, it seems that there may be a threshold level of VHb
below which no enhancement of bioremediation by such engineered strains occurs.

2.4. Biochemical Engineering Studies

We have also investigated bioremediation of DNT in the B. cepacia-pSC160
system described above (with plasmid-borne vgb) in sand columns and fer-
mentors. In the first study (33), two identical fixed-bed bioreactor columns
containing sand as attached growth medium were constructed. One was inocu-
lated with B. cepacia-bearing pSC160, while the other was inoculated with
plasmid-free B. cepacia. Each column was run as a continuous reactor, with
feed pumped in at one end while effluent was collected at the same rate from
the other end. Over a 5-mo period both the DNT and oxygen concentrations in
the feed were varied (100–214 mg/L DNT and 3.1–6.8 mg/L DO) while efflu-
ent was assayed for remaining DNT. The vgb-bearing strain was superior in
DNT removal (rate, amount removed, or both) under all conditions, being able
to keep the effluent DNT concentration at or below 1 mg/L at all loading rates
and DO concentrations, except during start-up and periods of loading-rate
change. Under identical conditions, the effluent from the vgb-free B. cepacia
bioreactor contained at least 5 mg/L DNT and as much as 22 mg/L DNT (the
latter for 214 mg/L DNT and 3.1 mg/L DO in the feed).

The same two strains were also tested for ability to degrade DNT during
growth in a two-phase bioreactor (34). One phase was 1.5 L of the aqueous
growth medium, and the other was 100 mL oleyl alcohol into which 2 g of
DNT was dissolved. Preliminary experiments showed that oleyl alcohol actu-
ally stimulated the growth of B. cepacia. The low solubility of DNT in water
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(approx 200 ppm) limits the rate at which its biodegradation can occur. Our
setup simulated a system in which large amounts of DNT could be solubilized
from a contaminated site with oleyl alcohol (into which DNT can be dissolved
to levels at least 110 times that in water) and mixed with a culture; the DNT
would continuously diffuse into the aqueous phase and be degraded. The two-
phase reactor can degrade at least two times as much DNT per volume of cul-
ture as a single-phase aqueous reactor. The vgb-bearing B. cepacia degrades
DNT 20–30% faster than the vgb-free strain under these conditions.

2.5. Current Work

As part of ongoing structure-function studies of VHb we have produced
about two dozen site-directed mutants of the bacterial hemoglobin (35,36).
Some of these are in the oxygen-binding site and the rest in a region (the D
region) that appears disordered in the VHb crystal structure (37); all have been
tested for their oxygen-binding affinities. Some have affinities higher, some
the same, and some lower than that of wild-type VHb (Kd of about 7 mM) (35).
Aside from the importance of these data in determining how VHb works, they
have also produced a collection of hemoglobins with Kds for oxygen that range
from approx 2 to 19 mM that may be of use in bioremediation of aromatic
molecules.

We presume that in order for VHb to be useful in the enhancement of
bioremediation of aromatics, it must first be able to deliver oxygen efficiently
to the terminal respiratory oxidase. As the Kd for oxygen of the oxidase (in E.
coli) is approx 2 mM, the wild type and mutant VHbs would be able to do this.
The same would have to be true of the oxygenases involved in catabolism of
the aromatics. In order for VHb to be able to deliver oxygen to such enzymes,
its Kd for oxygen cannot be too low or it would be unable to unload oxygen to
the oxygenase. There is a paucity of information about the Kds for oxygen of
these enzymes, but we anticipate that they will vary somewhat. Thus, our col-
lection of mutant VHbs may be able to serve as a source of “custom fitting
VHbs,” with the particular mutant chosen so as to “match” the Kd of the
oxygenase(s) of each bioremediating strain/pathway. We are currently engaged
in testing this plan in both P. aeruginosa and B. cepacia (benzoate and DNT
degradation, respectively) with both plasmid-borne and chromosomally inte-
grated vgbs.

In a recent study, two vgbs with single mutations in the heme binding pocket
were integrated into the host chromosomes of B. cepacia and P. aeruginosa
(38). In the case of B. cepacia these strains had 10–20% faster degradation of
DNT under limited aeration conditions than the matched strain containing wild-
type vgb. In contrast to our initial results (32), in which the chromosomally
integrated vgb did not enhance DNT degradation under such conditions, there
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was enhancement in this parameter for all vgb-bearing strains (20–30%, which
is about half that seen with strains carrying vgb on pSC160). This variation in
our own results needs to be investigated further, but we have some indication
that the B. cepacia strain with chromosomally integrated vgb may, in fact, be
useful.

In related work we have used the two-hybrid screen technique to demon-
strate direct interaction between VHb and the flavin-binding subunit of DNT
dioxygenase (DntA; see Subheading 2.2.). Further, use of site-directed mu-
tants of VHb in the D region has implicated this part of VHb as a possible
contact point between VHb and such oxygenases (36).

Our bioremediation work is continuing and being extended to additional
aromatic compounds, the biodegradation of which can be enhanced by VHb
(39). B. cepacia bearing pSC160 was shown to have enhanced growth and
degradation of 2-chlorobenzoic acid (at an initial concentration of 0.5 M) com-
pared with vgb-free B. cepacia under three different aeration conditions. Based
on the disappearance of 2-chlorobenzoic acid in the first day of growth, the
VHb enhancement was as much as fivefold. The mineralization of 2-
chlorobenzoic acid by vgb-bearing B. cepacia is being investigated with chlo-
ride balance experiments, along with confirmation of the pathway described
by Arensdorf and Focht (40). Comparison of chromosomally integrated and
pSC160 carried vgb-bearing B. cepacia is continuing in order to determine the
optimum strains for further bioremediation experiments. As indicated previ-
ously for DNT degradation, we do not have definitive answers yet; in addition,
we might expect to find different results for each aromatic compound.

Finally, we are working with transforming vgb into Gordonia amarae, in an
attempt to enhance production of biosurfactants by this species (41). Such
enhancement could be useful in increasing the solubility of aromatic com-
pounds so that they may be taken up more readily by bioremediating species.
Coculturing of vgb-bearing G. amarae and P. aeruginosa or B. cepacia, for
example, could result in synergistic effects in this regard.

3. Summary and Future Plans
Substantial data have been collected to support the proposition that genetic

engineering with vgb/VHb can enhance bioremediation of aromatic com-
pounds. This includes relatively simple shake flask experiments as well as
experiments designed to help make this technology of practical use. The latter
include molecular work (chromosomal integration) as well as biochemical
engineering experiments (fermentor and soil-column work). At this point, it
can probably be said that VHb technology is not a panacea for bioremediation.
It does, however, seem to show promise that it could lead to significant
increases in the rate and level of bioremediation, particularly in oxygen-limited
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conditions. Perhaps the most useful aspect of this technology will be
bioremediation in situ of sites (or locations within sites) in which oxygen is
limiting (for example, those far below the surface), where a biological solution
will be able to augment physical solutions such as excavation and aeration.
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The Use of Chemical Shift Reagents and 23Na NMR
to Study Sodium Gradients in Microorganisms

Anne-Marie Delort, Genevieve Gaudet, and Evelyne Forano

1. Introduction
The microbiology of extreme habitats is a fast-moving field with increasing

isolation of new organisms (1). In particular, studies on halophilic Archaea or
bacteria inhabiting diverse environments such as salt lakes, saline soils, or
salted food products are developing in order to understand molecular factors
that impart stability to halophilic biomolecules (2). Most species are able to
keep an intracellular ionic environment at low levels, and complex mecha-
nisms of adjustment of the intracellular environments enable rapid adaptation
to changes in the salt concentration of the environment. To study the physiol-
ogy of these microorganisms and their mechanisms of adaptation, accurate esti-
mation of the intracellular sodium concentration, and thus of the sodium
transmembrane gradient, is crucial.

Over the past 15 yr, a new methodology has been developed to measure
sodium gradients directly on living cells. It is based on in vivo 23Na NMR and
the application of specific techniques to distinguish the resonances of intracel-
lular and extracellular sodium. The first technique is based on the difference of
relaxation properties of Na+

in and Na+
ex which was exploited in multiple quan-

tum filtered NMR experiments (3–4). The second approach, more generally
applied, uses shift reagents, which are anionic complexes of lanthanides (Dy3+,
Tm3+, Tb3+). The paramagnetic properties of these complexes, when exchang-
ing with external sodium, induce a chemical shift of external Na+ resonance
(Fig. 1). These reagents usually do not cross the cytoplasmic membrane, so the
intracellular sodium is not shifted. The more currently used chemical-shift rea-
gents are dysprosium(III) tripolyphosphate (Dy(PPPi)2

7-) (5); thulium(III)
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Fig. 1. In vivo 23Na NMR spectra of F. succinogenes S85 (from 18) F. succinogenes S85 resting cells (10 mg protein/mL)
washed in a 75 mM Na+-containing buffer were incubated in buffers containing 50 mM Na+ and 5 mM Tm(DOTP)5- (a), 75 mM
Na+ and 6 mM Tm(DOTP)5- (b), 100 mM Na+ and 6 mM Tm(DOTP)5- (c), 150 mM Na+ and 6 mM Tm(DOTP)5- (d). In vivo 23Na
NMR spectra collected after 15 min in the absence of ionophore (A); spectra collected after a further 15-min incubation of the same
samples in the presence of ionophores (monensin 90 mM, valinomycin 30 mM, and CCCP 30 mM) (B).

Na+in: intracellular sodium; Na+ex: extracellular sodium; ref: Na+ in the reference capillary containing Na7 Dy(PPPi)2
7-.
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1,4,7,10-tetraazacyclododecane -1,4,7,10-tétrakis (metylenephosphate)
(Tm(DOTP)5-) (6–7); and dysprosium(III) triethylenetetramine hexaacetate
(DyTTHA3-) (8). The first two of these reagents induce an upfield shift of 23Na
NMR resonances, while (DyTTHA3-) induces a downfield shift.

These reagents have been used on various biological systems, but only a few
studies have been performed with microorganisms. Dy(PPPi)2

7- was used to
study Na+ gradients in the bacteria Escherichia coli (9–11), Brevibacterium sp.
(11), and Vibrio costicola (12). Dy(TTHA)3- was used in the case of Strepto-
coccus faecalis (Enterococcus hirae) (13–17). Tm(DOTP)5- was recently used
to measure sodium gradients in Fibrobacter succinogenes S85 (18). A few
data were also reported on eucaryotic microorganisms: Saccharomyces
cerevisiae (19–21) and Neurospora crassa (22).

In this review, we present various technical and practical aspects related to
the use of these three reagents and 23Na NMR spectroscopy to quantify sodium
gradients in microorganisms.

2. Materials
1. Dy(TTHA)3-: This reagent is prepared according to the method of Chu et al. (8).

A stock solution is prepared (typically 100 mM) because it will be added to the
extracellular medium of the cell suspension. DyCl3•6H2O (Aldrich), and H6TTHA
(Fluka) are mixed in equimolar amounts in water. This chemical reaction pro-
duces Dy(TTHA)3- 3H+and 3H+Cl-;  the resulting pH of the solution is thus acidic
and is neutralized by addition of a base. Depending on the base, one can choose
the nature of the conterion of the reagent according to the experiment to carry
out. The most commonly used bases are KOH, NaOH, or choline hydroxide (13);
they will generate (Dy(TTHA)3-, 3K+), (Dy(TTHA)3-, 3Na+), or (Dy(TTHA)3-,
3choline+).

2. Dy(PPPi)2
7-: This reagent is prepared as follows: to a 100 mM solution of

DyCl3•6H2O (Aldrich) in water under agitation with a magnetic stirrer is added
drop by drop a solution of Na5(PPPi) (Sigma). The theoretical molar ratio is 1:2,
leading to the formation of (7Na+, Dy(PPPi)2

7-) and 3Na+,Cl-; however, it is rec-
ommended to assess the formation of the complex by observation: the right com-
plex is obtained when the mixture turns from a white (undissolved 1:1 complex)
to a limpid solution (1:2 ratio, soluble complex). Note that in this reagent solu-
tion 10 Na+ are present. As Na5(PPPi) is the only commercially available salt, if
one wants to change the nature of the conterion Na+, it should be exchanged by
passing the solution through an ionic exchange resin: for instance, for K+, one
can use an AG50W-X8 resin (Bio-Rad) containing the potassium form (9); for
choline+ the procedure is more complex: a H+ resin should be used (Chelex 100,
50-100 Mesh, Bio-Rad) and H+ must be exchanged by choline+ by passing cho-
line hydroxide (Aldrich, 2N). The pH is controlled and the exchange reaction is
stopped when it is neutral; the last step consists in passing Na5(PPPi) over this
column (13) (see Note 1).
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3. Tm(DOTP)5-: Tm(DOTP)5- 5Na+ is commercially available from Macrocyclics
(Dallas, TX) and is only in Na+ form; it can be used directly without further
preparation (see Note 2).

3. Methods

3.1. 23Na NMR Experiment Setup

3.1.1. Cell Preparation

After cultivation under appropriate conditions, the microorganism under
study has to be harvested by centrifugation. After washings in the appropriate
buffer, the cells must be finally resuspended as concentrated as possible, and
certainly at approx 10 mg protein/mL in the case of bacteria. If it is desired to
monitor the intracellular Na+ concentration variations according to the exter-
nal ones (regulation of the Na+ transmembrane gradient), the cells are resus-
pended in several buffers containing various Na+ concentrations. The cell
suspension is then transferred to a 10-mm-diameter NMR tube. The shift rea-
gent is generally added just before the NMR tube is placed in the spectrometer.

3.1.2. Calibration of the Internal Reference Capillary

In order to quantify the intracellular and extracellular sodium concentra-
tions, a reference capillary (Bruker) (see Note 3) is centered in the 10-mm-
diameter NMR tube (see Fig. 2). As the capillary sodium area is used to
quantify the extracellular sodium concentrations, its 23Na NMR resonance must
be shifted both from the intracellular and extracellular 23Na NMR resonances.
Therefore a shift reagent must be used; usually Na7 Dy(PPPi)2

7- complex is
used as it is easier to get a large chemical shift (see Fig. 1). It is recommended
to dissolve the shift reagent in 2H2O, as the deuterium signal will be used later
to shim the NMR spectrometer. In order to perfectly calibrate the sodium con-
centrations, series of 23Na NMR spectra are collected on 10-mm-diameter
NMR tubes filled with NaCl solutions, the concentration of which is perfectly
known, and containing the capillary. A linear plot is obtained between 23Na
NMR signals area and NaCl concentrations, and this plot is used as a reference
curve to calculate the sodium concentration in the capillary (see Note 4).

3.1.3. 23Na NMR Parameters
23Na NMR parameters are dependent on the spectrometer used. However,

some general comments can be made: (1) T1 is very short, from 1 to 60 ms
(23), so that the relaxation delay can be also quite short; (2) 23Na NMR recep-
tivity is rather high (9.27) (23), so that a few scans can be registered to get an
acceptable signal to noise ratio. NMR receptivity is a measurement of the sen-
sitivity of the NMR signal of 23Na nucleus, present at natural abundance (which
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is 100%), relative to that of 1H, which is assigned the value 100. Typically,
when using a DSX 300 Bruker spectrometer, 23Na spectra were collected at
79.39 MHz every 5 min (90 pulse:12.75 ms, repetition time 360 ms, 2K, AQ =
230 ms, 500 scans), but good quality spectra can be obtained within 2.5 min
using 250 scans. A direct Fourier transformation is applied to FIDs and a
linefeed correction is made using Bruker software. Integration of 23Na NMR
signals is made using a deconvolution routine in the Bruker XWIN NMR pro-
gram.

3.2. Shift Reagents Efficiency to Separate Internal and External 23Na
NMR Resonances

Some general considerations should be made first to understand what fac-
tors may influence the shift efficiency of these shift reagents, which are ani-
onic chelates of lanthanides (SRx-). The anionic nature of these chelates (PPPi,
TTHA, or DOPT) explains the interaction of the complexes with extracellular
Na+ according to the following equilibrium:

Na+ + SRx-1 Æ̈ (Na)SR(x-1)-

This exchange is very rapid on the time scale of the NMR chemical shift,
and the observed resonance is an average of the 23Na NMR resonance of free
Na+ (defined as d = 0) and the Na+ complexed with the shift reagent. The para-
magnetic nature of the shift reagent containing lanthanide ions causes the shift
in resonance of the extracellular sodium; this phenomenon is due mainly to a
dipolar (pseudocontact) mechanism. In some cases the difference in bulk mag-
netic susceptibility can also produce a shift between intra- and extracellular
resonance.

Fig. 2. NMR tube and capillary for 23Na NMR experiments.
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Any factor with an influence on this equilibrium will affect the shift effi-
ciency of the shift reagent (8,23): (1) first the ratio Na+:SRx-1, as it will affect
the resulting (Na)SR(x-1)- concentration—in other words, the 23Na resonance is
the most shifted when this ratio is the lowest; (2) temperature and ionic
strength, as they can change the equilibrium situation; (3) the pH of the solu-
tion (H+ cations) and the presence of K+, Ca2+, Mg2+, as these cations can com-
pete with Na+ for interaction with SRx-1; (4) the nature of the anionic chelate,
as it is responsible not only for the strength of the SR complex but also of the
interaction with sodium cation; (v) the nature of the lanthanide cation, which
can influence the shift efficiency.

According to these various factors, the efficiency of the three most fre-
quently used chemical shift reagents to separate internal and external 23Na
NMR resonances can be compared.

3.2.1. Dy(TTHA)3-

Dy(TTHA)3- presents some advantages: it does not carry Na+ conterion to
the buffer; it is quite insensitive to pH variations, at least in the range of pH
5.5–12, and to the presence of divalent cations (Ca2+, Mg2+, and so on) (8,24);
also the linewidth of the external sodium resonance is not enlarged. However,
its shifting performance is usually very low. Therefore its application is lim-
ited to experimental conditions where external sodium concentration is low
(typically 25 mM) and the Dy(TTHA)3- concentration rather high (typically 10
mM). For instance in F. succinogenes (25), when 10 mM Dy(TTHA)3- was
used in the presence of 25 mM extracellular sodium, the following values were
measured d = 2.2 ppm, Dn1/2 = 35 Hz. This rather weak performance was also
observed in S. faecalis (13) and E. coli (9). Simor et al. (26) developed a selec-
tive inversion recovery (SIR) pulse sequence to improve spectral resolution in
isolated perfused rat hearts. SIR provides a very useful tool to monitor small
changes in Nain signal intensity when using Dy(TTHA) that induces a small
shift (at least equal to 2.5 ppm).

3.2.2. Dy(PPPi)27-

Dy(PPPi)2
7- is more efficient than Dy(TTHA)3- for shifting extracellular

sodium signal. For instance, in the presence of 6 mM Dy(PPPi)2
7- and 60 mM

Na+, an upfield shift of about –6 ppm was observed for F. succinogenes (25);
the same results were reported for E. coli (d = –7 ppm) under rather similar
conditions (9–10). In N. crassa, a 5 mM Dy(PPPi)2

7 induced a d = –5 ppm
when the extracellular Na+ concentration was 25 mM (22); in S. cerevisiae, a d
= –8 ppm was observed in the presence of a 10 mM extracellular Na+ and 1 mM
Dy(PPPi)2

7 (19). Finally Gilboa et al. (12) showed that it was possible to sepa-
rate intra- and extracellular sodium NMR signals in situations where extracel-
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lular sodium was extremely concentrated (2 M) when studying the halophilic
V. costicola in the presence of 50 mM Dy(PPPi)2

7-. However, the use of this
reagent is not always convenient for various reasons:

First, one molecule of Dy(PPPi)2
7- brings 10 Na+, so changes in buffer com-

position are usually necessary—namely, replacing Na+ by choline, to keep
extracellular sodium concentrations in a physiological range in the case of
nonhalophilic microorganisms such as E. coli or F. succinogenes. Even with
these changes, 60 mM Na+

ex is usually the lower limit for a good resolution of
intra- and extracellular 23Na resonances, as 6 mM of reagent is usually neces-
sary. Another alternative is to exchange sodium ions present in the Dy(PPPi)2

7-

solution for choline+ ions, passing the complex through an ion exchange column,
but, as largely explained in Subheading 2.2., this procedure is time consuming.

Second, the linewidth of the external Na+ resonance is very large in the pres-
ence of this shift reagent; the following values were reported in the literature:
Dn1/2 = 90 Hz for E. coli (9), Dn1/2 =110 Hz  for F. succinogenes (25). In euca-
ryotic cells, this enlargement was observed but to a lower extent: Dn1/2 = 50 Hz
in N. crassa (22), Dn1/2 = 60 Hz in S. cerevisiae (19).

Finally, Dy(PPPi)2
7- is very sensitive to external environment, particularly

to pH (8,24); consequently, its efficiency to separate internal and external 23Na
NMR resonances is rapidly decreased when the external medium becomes more
acidic. This pH dependence made its use difficult for studying lactic-acid-
producing bacteria (E. hirae, unpublished results) or for studies involving the
effect of ionophores on pH gradients (F. succinogenes, ref. 25).

 3.2.3. Tm(DOTP)5-

TmDOTP5- was introduced more recently for 23Na NMR experiments but
was only tested on F. succinogenes as far as bacteria are concerned (18,25). Its
shifting abilities were very good: it could be used at a concentration £6 mM in
buffers containing from 30 to 200 mM external sodium concentrations (see
Fig. 1); the observed chemical shifts ranged from 6.5 to 8 ppm. In N. crassa,
the addition of 2.5 mM TmDOTP5- induced a d = 2.5 ppm when the extracelluar
sodium was 25.4 mM. Extracellular 23Na NMR resonance was more or less
constant when pH changed. In the literature, it has been reported that linewidth
of 23Na NMR signals was narrower than that observed in the presence of the
other reagents (7,27). This was attributed to the lower magnetic susceptibility
of Tm(III) compared to that of Dy(III) (7). However, under the experimental
conditions used for studying F. succinogenes, the same linewidth of Naex sig-
nals was observed in the presence of TmDOTP5- and Dy(TTHA)3-; in both
cases it was much narrower (one third) than in the presence of Dy(PPPi)2

7-

(25). In N. crassa the observed linewidth of Naex signals was the same as that
of F. succinogenes (Dn1/2 = 35 Hz) when TmDOTP5- was used (22).
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3.3. Control of the Toxicity of Shift Reagents

One of the major points when using chemical-shift reagents is to check that
these compounds are not toxic for the microorganisms under study. Although
the chelates used are not toxic per se, these reagents can become toxic during
23Na experiments, for two main reasons: First, toxicity can result from interac-
tions of the chelate with cellular cations (Ca2+, Mg2+), disturbing metabolic
functions; as a consequence, Ca2+ infusions were necessary for in vivo studies
in animals (28). Second, complex stability can be destroyed under in vivo con-
ditions—for instance, it was observed that PPPi can be degraded by extracellu-
lar phosphatases, resulting in a release of free Dy3+ that can enter the cells and
be toxic. Various approaches can be used to assess shift reagents toxicity; how-
ever, controls are usually made on the overall metabolism: carbon metabolism
is monitored by 13C NMR, energy metabolism (pH, ATP, and so on) by 31P
NMR or biochemical assays.

3.3.1. Control by 13C NMR

The utilization of [1-13C] glucose (or another 13C-labeled substrate) by cells
incubated in the presence or the absence of shift reagent can be monitored by in
vivo 13C NMR (see Note 5): In the case of S. faecalis (E. hirae),
choline7Dy(PPPi)2 (at 2.5 mM) did not modify the carbon metabolism of the
bacterium (13) (see Note 6). The same result was obtained with Dy(TTHA)3-

(13) in this bacterial system. In contrast, it was shown that Dy(TTHA)3- was
toxic for F. succinogenes cells, as it inhibited glucose degradation in parallel to
metabolite synthesis (25). Finally, TmDOTP5- and Dy(PPPi)2

7- were also tested
on glucose utilization by F. succinogenes and were shown to have no effect on
this metabolism (25).

3.3.2. Control by 31P NMR
31P NMR is also a powerful tool to monitor various parameters of microbial

metabolism: First, it can be used to determine intracellular and extracellular
pH directly in vivo, just by measuring the chemical shift of Pi, which is pH
dependent. Second, concentrations of nucleotide di- and triphosphates such as
ADP and ATP can be quantified on 31P NMR spectra (29). These two param-
eters give insight into the regulation of the energy metabolism. Also, other
phosphorylated metabolites can be monitored, including sugar-phosphates,
polyphosphates, 2,3-diphospho-glycerophosphate, and so on, reflecting the
whole metabolism. Finally, in the case of Dy(PPPi)2

7-, the degradation of the
chelate into Pi can be checked by measuring the time course of Pi integral. In
parallel to the chemical shift of integrals of the various phosphorylated entities
detectable on 31P NMR spectra, their linewidth can be measured. Any enlarge-
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ment of intracellular signals can be related to an effect on membrane perme-
ability and thus to a dysfunction of cell metabolism.

Considering these different aspects, Dy(PPPi)2
7- was shown to be nontoxic

towards E. coli (9) and eukaryotic cells such as red cells (29–32). On the con-
trary, this reagent was hydrolyzed by phosphatases in S. saccharomyces (19),
N. crassa (22), or Dictyostelium discoideum (33). Dy(TTHA)3- induced
enlargement of 31P signals in the latter organism, while it was shown to have
no effect on S. faecalis (13). No data were reported on phosphorus metabolism
in microorganisms using TmDOTP5-; however, it did not alter the cellular
energy state of rat liver (7) nor that of subcutaneous implanted gliosarcoma in
rats (34),  and it did not induce any cell damage in N. crassa (22).

Complementary data can be collected about the energy status of the cell by
using classical biochemical techniques such as ATP assay by the luciferine-
luciferase method or the measurement of membrane potential by using
[3H]TPP+ (9).

3.4. Calculation of Sodium Gradients

Sodium transmembrane gradient value (DpNa) can be calculated from the
following equation:

DpNa = 2.3 ¥ RT/ZF ¥ log Cin/Cex (in mV)

R = 8.32  J/Kmol; T = temperature (in  K); F = 96,500;  Z = 1 (cation charge)
DpNa = 62 ¥ log Cin/Cex (in mV); Cin = intracellular sodium concentration (mM);
Cex = extracellular sodium concentration (mM); Cex is usually fixed in the experi-
mental procedure. Cin can be measured from the integrals of 23Na resonances on
NMR spectra as follows:

Cin = [(k ¥ Ieff
in)/Icap]/Volin

Volin = intracellular volume (mL); Icap = integral of 23Na NMR signal of the refer-
ence capillary;  k = calibration factor of capillary (mmol)

Ieff
in = Iin ¥ Visin

where Iin = integral of intracellular 23Na NMR signal; Visin = visibility factor of
Na+

in

Finally,

Cin = [(k ¥ Iin ¥ Visin)/Icap]/Volin] (1)

In this equation, two sets of data are difficult to measure, mainly because
bacteria are small organisms and represent less than 10% of the total volume of
the cell suspension: first, the intracellular volume (Volin); second, “NMR vis-
ibility factor” (Visin), due to 23Na properties.
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3.4.1. Intracellular Volume Measurement

Various techniques can be applied that are based on the use of two isotope
tracers: one molecule is supposed to stay in the extracellular compartment while
the other one diffuses passively across the cytoplasmic membrane and is thus
present in both compartments. These markers can be radioisotopes or NMR-
detectable isotopes. Two examples will be given:

1. Radioisotopes:  Internal volume estimates for the cells can be made on the basis
of the sucrose-impermeable space, using 14C-sucrose and 3H2O tracers as ini-
tially described by Stock et al. (35). Other molecules used as extracytoplasmic
markers include inulin, polyethylene glycol, or taurine (36). In the case of F.
succinogenes, the experimental conditions were as follows: Cells prepared as for
the NMR experiments (10 mg protein/mL) were incubated 15 min anaerobically
with 0.5 mCi of 14C-sucrose and 3H2O (3.3 mCi/mL each). Samples were then
centrifuged in 1.5-mL tubes through oil to separate cells and extracellular fluid,
as previously described (36). Silicon oil (Rhodorsil 508V70) was used in our
experiments, but other oils such as bromododecane are preferred by some authors
(36). 50-mL samples of the supernatants were dissolved in scintillation liquid and
counted. The bottom of the tubes containing the cell pellet was cut and cells were
dispersed by vigorous vortexing in the scintillation cocktail before 3H and 14C
counting.

Intracellular space (in mL/mg protein) was calculated by subtracting the
sucrose-accessible volume from the water-accessible volume.

2. NMR detectable isotopes: The intracellular volume of de-energized cells of Strep-
tococcus faecalis was determined indirectly by NMR (13). The extracellular vol-
ume was given by the 23Na signal of external Na+ that was unable to enter the
cells under these experimental conditions. The total volume was assessed by 2H-
NMR based on the 2H2O resonance present in the whole sample. This technique
was derived from that described by Shinar and Navon (37), replacing 59Co by
23Na NMR. In their work they used a 59C complex (K3Co(CN)6) for measuring
the external volume, assuming that this complex stayed outside the cells. In the
case of S. faecalis, the experimental conditions were as follows: De-energized
bacterial cells were resuspended in a choline buffer (100 mM choline chloride, 2
mM acid EDTA, 40 mM MES, 5 mM MgSO4, 200 mM phosphoric acid/L, pH
adjusted to 7.3 by choline hydroxide) to a final concentration of 20 mg protein/
mL. 75 mL of H2O and 30 mL of  1 mM NaCl were added to 3 mL of cell suspen-
sion. 2H and 23Na NMR spectra were collected (see Note 7) and then the suspen-
sion was centrifuged at 15,000g. A known volume of the supernatant (D) was
again analyzed by 2H and 23Na NMR and NMR integrals measured. If IC

D is the
deuterium integral of the cell suspension, IS

D the deuterium integral of the super-
natant, IC

Na the sodium integral of the supernatant, Voltot the total volume, and
Volex the external volume. The volume of the capillary in the measurement vol-
ume (Volcap) and the intracellular volume (Volin) can be determined as follows:

Volin = Voltot – Volex – Volcap = (IC
DD IS

D) – (IC
NaD IC

Na) – Volcap
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3.4.2. Sodium NMR “Visibility”

The “visibility” factor is related to the fact that intracellular sodium was
shown not to be always 100% detectable (“visible”). This is due to static and/
or dynamic quadrupolar effects caused by microenvironments of the Na+ ion in
the cell (23,38). NMR visibility has been shown to vary—40% in yeast (19),
60% in S. faecalis (13), 100% in red cells (29,39); however it is sometimes
difficult to measure accurately, and some contradictory results were obtained
for similar cells (23,38). Two main approaches can be used to assess sodium
visibility NMR factor: (i) comparison between intracellular and extracellular
23Na signals during the time course of sodium influx or efflux, and (ii) com-
parison of Na+ content measured with a technique other than NMR.

1. Comparison of the evolution of 23Na integrals: This approach is based on the fact
that extracellular sodium is usually 100% NMR visible; therefore, it is possible
to compare intracellular and extracellular 23Na signals under at least two differ-
ent conditions where Na+ ions are taken up or expelled by the cell. If intracellular
sodium is 100% visible, then the sum of intracellular and extracellular 23Na inte-
grals remains constant; if not, its variation can be related to the visibility factor as
follows:

First spectrum: Ieff
ex + Ieff

in = x (1)

Second spectrum (after influx of Na+): I'eff
ex + I'eff

in = y (2)

Ieff
in = Iin ¥ Visin

Ieff
ex = Iex ¥ Visex; if Visex = 1, Ieff

ex = Iex

So (1) can be written:

Ieff
ex + Iin ¥ Visin = x

And (2) can be written:

I'eff
ex + Iin ¥ Visin + (Ieff

ex – I'eff
ex) ¥ Visin = y

(Ieff
ex – I'eff

ex) corresponds to the variation of the integrals of the external sodium
due to the influx of Na+ into the cell.

(1) – (2) = (Ieff
ex – I'eff

ex) – (Ieff
ex – I'eff

ex) Visin = x – y

Finally:

Visin = 1 – [(x – y)/ (Ieff
ex – I'eff

ex)]

The limitation of this method is the precision of the determination of (Ieff
ex –

I'eff
ex) and (x – y); these variations must be large enough to be far from error

measurements. It has been applied successfully with erythrocytes (29,39) and
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tissues (23). In the case of microorganisms, the intracellular sodium signal is
very small compared to that of the extracellular one, as the total cell volume is in
the range of 1–10% of the total volume; consequently, this approach cannot be
applied under physiological conditions. Nevertheless this strategy was used for
measuring the sodium visibility in S. cerevisiae and E. coli, as the authors used
concentrated sodium-loaded cells (9,19–20) and made the measurements on the
cell pellet.

2. Comparison with another analytical method: The basis of this approach is
straightforward: the intracellular sodium concentration is measured by 23Na NMR
in parallel to another analytical method, typically flame photometry or atomic
absorption. The assumption is made that the latter methods quantify all the Na+

cations; therefore, any lower concentration measured by NMR is attributed to
sodium invisibility, and the comparison of the two values allows the invisibility
factor to be calculated. This approach has been used in the case of S. faecalis
(13), and in eucaryotic cells (23,38). However, because the intracellular volume
was small and because the sodium gradients were usually [Na+

ex] >>[Na+
in], it

was difficult to determine [Na+
in], and thus the exact visibility factor, accurately.

3.4.3. Use of Ionophores

As shown in Subheadings 3.4.1. and 3.4.2., the determination of intracellu-
lar volume and sodium NMR visibility factor is time consuming, and accurate
measurements are difficult. Consequently, an alternative method has recently
been described in the case of F. succinogenes, using ionophores (18,25). This
methodology is based on the assumption that the ionophores used are efficient
in equalizing intra- and extracellular sodium concentrations. Sodium gradient
is only collapsed when K+, Na+, and H+ transmembrane gradients are com-
pletely dissipated, so a mixture of three membrane effectors must be used:
monensin (Na+/H+ exchange), valinomycin (selective for K+ transport), and
CCCP (protonophore). In the case of F. succinogenes (18,25), 23Na NMR spec-
tra were collected every 5 min for 15 min, then ionophores (monensin at 90 mM
and valinomycin and CCCP at 30 mM each) were added and three extra spectra
were collected (see Fig. 1B).

In the presence of ionophores, 23Na NMR signal integrals can be used to
access intracellular volume, as in that case the intracellular Na+ concentration
is known to be equal to the external one:

C'in = C'ex = [(k ¥ I'in ¥ Visin)/I'cap]/Volin (2)

C'in = intracellular sodium concentration (mM) when ionophores were added to
the cells; C'ex = extracellular sodium concentration (mM) when ionophores were
added to the cells; Volin = intracellular volume (mL); Ipr

cap = integral of the refer-
ence capillary when ionophores were added to the cells; k = calibration factor of



Chemical Shift Reagents and 23Na NMR 401

capillary (mmol); I'in = integral of intracellular 23Na NMR signal when ionophores
were added to the cells; Visin = visibility factor of Na+

in

C'ex = [(k ¥ I'ex ¥ Visex)/I'cap]/Volex (3)

I'ex = integral of extracellular 23Na NMR signal when ionophores were added to
the cells; Visex = visibility factor of Na+

ex.
Under these conditions, extracellular sodium visibility was checked to be

100% by comparing the real Na+ concentration and that measured from 23Na
NMR signals of external sodium, consequently Visex = 1.
Volex = external volume; it can be determined as follows for 1 mL of measure-
ment volume (Voltot) (see Fig. 2):

Volex = Voltot – Volin – Volcap

Under these conditions Volcap (volume of the capillary in the measurement vol-
ume) = 116 mL and Volin can be neglected, as  Volin << Volex (approx 1%); so
finally, Volex = 1000 mL – 116 mL = 884 mL.
From Eq. 3: C'ex = [(k ¥ I'ex ¥ 1)/I'cap]/884
Putting C'ex into Eq. 2,
[(k ¥ I'ex ¥ 1)/I'cap)]/884  = [(k ¥ I'in ¥ Visin)/I'cap]/Volin and Volin = [(k ¥ I'in ¥
Visin)/I'cap] ¥ [884/(I'ex ¥ 1/I'cap) ¥ k] = [(I'in ¥ Visin ¥ 884)/I'ex]
Putting Volin into Eq. 1:

Cin = [(k ¥ Iin ¥ Visin )/Icap]/[(Iin ¥ Visin ¥ 884)/Iex]

And finally:

Cin = (Iin ¥ I'ex ¥ k)/(Icap ¥ I'in ¥ 884) (4)

It is worth noting that in Eq. 4 the visibility factor of intracellular sodium
(Visin) is no longer present, as it is similar in the two spectra.

In conclusion, this methodology using ionophores avoids having to measure
both the visibility factor of intracellular sodium and the intracellular volume.

3.5. General Conclusion
23Na NMR spectroscopy is a very convenient method to measure sodium

gradients in microorganisms, directly in vivo, under various environmental
conditions. Some specific problems linked to this technique can be easily over-
come—namely, the toxicity of shift reagents, which can be checked, and the
NMR visibility, which can be measured or even avoided by using ionophores.
The main question is to choose the best shift reagent. It is difficult to give
general conclusions about the relative toxicity of these reagents as well as their
efficiency to separate intra- and extracellular 23Na NMR signals, because these
reagents have not been tested systematically on the same biological model.
However comparative studies have been made for the three reagents on F.
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succinogenes (25) and on isolated perfused rat hearts (27). The conclusion of
these two studies were in agreement and confirmed other independent observa-
tions: Dy(TTHA)3- is the less efficient reagent; Dy(PPPi)2

7- creates the largest
chemical shift, but its use is limited because it brings 10 Na+ ions and because
it is sensitive to pH and interacts with Ca2+ cations. TmDOTP5- seems to be the
most efficient shift reagent. Concerning toxicity, some problems have been
reported for Dy(TTHA)3– and Dy(PPPi)2

7-, while cellular metabolism was not
disturbed in the case of TmDOTP5–.

In conclusion, we suggest, as a first approach, the use of TmDOTP5- in com-
bination with 23Na NMR and ionophores to measure sodium gradients,
although other conditions can be satisfactory as well.

4. Notes
1. The addition of tripolyphosphate salt drop by drop is a key point for the good

formation of the complex, especially when using the choline+ salt. Indeed, when
this salt comes out of the resin column it is very viscous, and it is difficult to
assay the exact amount of choline10 (PPPi)2 salt and thus to calculate the exact
ratio 1:2. By monitoring the formation of the complex, it is not necessary to evalu-
ate precisely the concentration of tripolyphospohate salt; the ratio is controlled
by the exact concentration of DyCl3.

2. For unexplained reasons, some batches of Tm(DOTP)5- induced a slow Na+ ion
leakage from the cells. Consequently, every batch was carefully checked for not
inducing such cell leakage before use.

3. The internal diameter of the NMR tube must be perfectly calibrated to fit with the
capillary. Indeed, we found some NMR tubes that do not fit with the capillary.

4. Note from Fig. 2 that although the relative volumes of the capillary and the NaCl
solution are different, they are exactly the same as those encountered when bac-
teria are used instead of NaCl; therefore, the calibration factor (the equivalent
Na+ concentration in the capillary) will be directly used in the subsequent calcu-
lations (see Subheading 3.4.).

5. A detailed description of in vivo 13C NMR experiments is presented in Chapter
18 of this book, entitled: “13C and 1H NMR Study of Glycogen Futile Cycle in
Fibrobacter succinogenes,” by Delort et al.

6. On the 13C NMR spectrum recorded in the presence of the shift reagent, it was
possible to distinguish the internal and the external lactate signal due to a strong
magnetic susceptibility effect. Other investigators observed two distinct peaks of
lactate in 13C NMR spectra of Saphylococcus aureus and Lactococcus lactis
(40,41). This property can be used to measure lactate transport in these bacteria.

7. 23Na NMR parameters were as described in Subheading 3.1.3. 2H NMR spectra
were performed at 46.07 MHz in one pulse experiment (90 pulse). Direct Fou-
rier transform was applied for measuring deuterium integrals.
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Denaturing Gradient Gel Electrophoresis (DGGE)
as a Fingerprinting Tool for Analyzing Microbial
Communities in Contaminated Environments

Laurent Eyers, Spiros N. Agathos, and Said El Fantroussi

1. Introduction
1.1. Advantages of DGGE/TGGE

The characterization of microbial communities has been very limited due to
the lack of appropriate methods. The traditional selection of pure cultures and
further study of their physiological and biochemical properties is not well
adapted to the study of microbial communities. Indeed, it is assumed that nearly
99% of the microorganisms present in nature cannot be isolated and cultivated
because of our ignorance of their physiological needs (1). Therefore, novel
molecular techniques have been developed to compensate for the lack of culti-
vation methods.

One of the available molecular techniques is the construction of 16S riboso-
mal DNA (rDNA) libraries. Briefly, the DNA is extracted from the ecosystem
under study and its 16S rDNA is amplified by PCR and ligated into plasmid
vectors. Further sequencing of 16S rDNA fragments of the library and com-
parison of the sequences with other 16S rDNA sequences can provide informa-
tion on the identity of the bacteria of the community. However, this technique
is labor-intensive, time-consuming, and quite expensive. Furthermore, the evo-
lution of the microbial composition over time cannot be easily monitored using
this technique. For these reasons, a simple, rapid, and relatively cheap molecu-
lar method was needed. To meet these criteria, Muyzer and his coworkers (2)
developed a method combining the amplification power of PCR on 16S rDNA
of complex microbial populations together with the possibility of denaturing
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gradient gel electrophoresis (DGGE) to separate DNA fragments of the same
size but differing according to their base-pair sequences.

1.2. Principles of DGGE/TGGE

In DGGE systems, double-stranded DNA fragments are run through a poly-
acrylamide gel containing a linear gradient of denaturing agents (a mixture of
urea and formamide) at a constant temperature (generally 60 C). During the
migration in the gel, the fragment remains double-stranded until it reaches a
concentration of denaturing agents equivalent to a melting temperature that
causes the lower melting part (also called “domain”) of the molecule to melt.
At this stage, the fragment changes from a helical structure to a partially melted
molecule, which practically halts its migration through the gel.

In TGGE systems, the gradient of chemical denaturing agents is replaced by
a gradient of temperature. The same principle governs the migration of the
fragments. In this way, two fragments in which an AT is replaced by a GC can
be theoretically separated and visualized. However, it is basically estimated
that only 50% of all the single-base-pair changes in a fragment of 50 to several
hundred bp can be detected by DGGE (3). To overcome this limitation, the
fragments to be separated can be previously amplified by PCR using a pair of
“modified” primers. The modification consists in the adjunction of a GC-rich
sequence (generally 40 bp) to the 5' end of one of the primers (4). This prevents
the complete dissociation of the fragments during migration in the gel and
therefore the loss of sequence-dependent gel migration upon complete strand
separation (4).

Bacterial and fungal communities can be analyzed by DGGE after PCR
amplification of 16S rDNA and 18S rDNA genes, respectively. Primers are
designed to specifically hybridize to conserved regions of the bacterial 16S
rDNA or fungal 18S rDNA genes. By using group-specific primers, it is also
possible to target definite communities, like the Actinomycetes (5) or the
Archaea (6). Although 16S rDNA or 18S rDNA are the genes mostly targeted,
other specific genes can be amplified. Accordingly, Wawer et al. (7) analyzed
the sequence diversity of the [NiFe] hydrogenase gene of Desulfovibrio spe-
cies, an important group of sulphate-reducing bacteria.

A common set of primers used to amplify the rDNA of bacterial and fungal
communities is listed in Table 1.

1.3. General Strategy

The general strategy to obtain DGGE/TGGE fingerprints and exploit the
results is as follows (Fig. 1): First of all, the DNA has to be isolated from the
ecosystem, which can range from natural samples (sediments, soils, drinking
water, air, and so on) to artificial systems (cultures, bioreactors, etc.). Because
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the DNA has to be amplified by PCR, it has to be clean enough to avoid any
inhibition of the polymerase. This problem arises frequently with samples taken
from soil matrices. Furthermore, the differences in cell adhesion and cell-wall
structure, together with the soil’s characteristics, can affect the efficiency of
the DNA isolation and purification. To tackle these problems, different proto-
cols of extraction can be found in the literature, especially for soil matrices.
Therefore it is recommended, once it has been experimentally confirmed that a
specific protocol of extraction is efficient enough (in terms of extraction yield
and purification suited for the PCR), to use the same one for all subsequent

Table 1
Primers Used for DGGE

Size of
Pair of the PCR
primersa  product (bp)b Target Sequence Reference

P63f- 5'-CAGGCCTAACACATGCAAGTC-3'
511 Bacteria (31)

P518r 5'-ATTACCGCGGCTGCTGG-3'

P338f- 5'-ACTCCTACGGGAGGCAGCAG-3'
236 Bacteria (2)

P518r 5'-ATTACCGCGGCTGCTGG-3'

5'-CCCTACGGGG(C/T)GCA(G/C)CAG-3'
Arch340f-

233 Archaea (6)
Arch519r 5'-TTACCGCGGC(G/T)GCTG-3'

Act243f- 5'-GGATGAGCCCGCGGCCTA-3'
342 Actinomycetes (5)

Act513r 5'-CGGCCGCGGCTGCTGGCACGTA-3'

NS2f- 5'-GGCTGCTGGCACCAGACTTGC-3'
230 Fungi (32)

Fungr5r 5'-GTAAAAGTCCTGGTTCCC-3'

5'-CGCCCGCCGCGCGCGGCGGGC
GC clampc (2)

GGGGCGGGGGCACGGGGGG-3'

af, forward primer; r, reverse primer.
bGC clamp included.
cGC clamp attached to the 5' end of the reverse primer.
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Fig. 1. Flow-chart showing the successive steps required to obtain a DGGE/TGGE
fingerprint (sampling, nucleic acid extraction, PCR amplification, and DGGE/TGGE).
Each band can be sequenced for further phylogenetic analysis and/or fluorescent
in situ hybridization.
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extractions. Indeed, it has been demonstrated that different extraction proto-
cols can give different DGGE fingerprints and therefore different apparent bac-
terial community structures (8).

Alternatively to DNA, RNA can be isolated as an indicator of the level of
activity of each microorganism in the environmental matrix under study, since
the number of ribosomes per cell is roughly proportional to the growth rate of
bacteria (9).

Once DNA or RNA is extracted and purified, the next step is respectively
the PCR or RT-PCR. The primers of interest can be selected based on the list
that is given in Table 1. During the PCR program, the annealing temperature
has to be properly chosen to avoid the amplification of nonspecific sequences.
Different increasing annealing temperatures can be evaluated until nonspecific
amplifications are avoided. Alternatively to this trial-and-error method, a
“touchdown” PCR can be used (10), which relies on incremental annealing
temperature decrease during subsequent PCR cycles.

When sufficient PCR products are available, they can be loaded on a DGGE
or TGGE. A detailed method to run DGGE/TGGE can be found in Subhead-
ing 3.

The microbial identity of each DGGE/TGGE band can be identified after
excision of the band of interest and further sequencing. This sequence can be
compared with available 16S rDNA in the databases to identify the phyloge-
netic affiliation of each sequenced band. The Ribosomal Database Project
(http://rdp.cme.msu.edu/html) offers the possibility to compare the sequence
with other sequences available in the database and contains a useful package of
tools for phylogenetic analysis (11) and probe/primer design (12). However, it
has to be pointed out that these databases are incomplete and still growing.
Therefore, if the sequence has a low similarity with known sequences, it is
difficult to determine whether the sequence represents a novel microorganism
or is part of known taxa for which no 16S rDNA sequences are available or of
low quality (i.e., partial sequences or ambiguous sequences). Apart from this
aspect of comparison, the sequence can also be used for the design of oligo-
nucleotide probes for in situ monitoring of bacterial populations (fluorescent
in situ hybridization [FISH] [13]).

As mentioned before, DGGE/TGGE is a powerful tool to monitor the
response of microbial communities to stimuli and/or stresses by comparison of
the fingerprint patterns before and after the external perturbation. Statistical
analysis can be performed on these fingerprints (provided a numerical image
of the gel is available) to determine whether a significant change occurred in
response to the stimulus/stress. Two statistical methods are commonly used—
principal coordinate analysis and canonical variate analysis (14).
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1.4. Applications of DGGE/TGGE

Since the first application of DGGE/TGGE in natural ecosystems (2), it has
found many applications for the monitoring of microbial populations in com-
plex matrices, from natural to artificial systems. This section will focus on
some of these applications.

As mentioned above, molecular techniques avoid the need for cultivation,
which is an important selection factor. By using a library of clones containing
a fragment of 16S rDNA together with TGGE, Felske and co-workers (15)
discovered an uncultured member of the class of the Actinobacteria in grass-
land soils.

Analysis of DGGE/TGGE fingerprints is possible on a wide range of natural
and artificial matrices (provided that sufficient DNA/RNA can be recovered
and purified), from soils (16), wall painting (17), to wastewater systems for the
bioremediation of phenol (18) or biotrickling filters containing styrene-
degrading biofilms (19). Furthermore, as described above, it is possible to study
part of the microbial community structure by the use of primers targeting spe-
cific groups.

Thanks to the ability of this technique to analyze the evolution of microor-
ganism composition, MacNaughton et al. (20) evaluated the microbial popula-
tion changes that occurred during bioremediation of an experimental oil spill.
They discovered that the treatment of the contaminated soil promoted the
growth of Gram-negative bacteria in the a-protobacteria and Flexibacter-
Cytophaga-Bacteroides phylum. As previously mentioned, group-specific
populations can be analyzed in very complex communities. In this way,
Henckel et al. (21) used PCR-DGGE type I and type II to monitor
methylotrophs in rice-field soil, along with the functional genes for particulate
methane monooxygenase and methanol dehydrogenase, which are important
enzymes for the catabolism of all methanotrophs. They found that there was a
pronounced shift in the methanotroph community when CH4 oxidation began.

1.5. Limitations of DGGE/TGGE

Even if DGGE/TGGE is common and one of the most utilized methods to
analyze microbial communities, it has to be emphasized that the technique does
have some limitations, but also that there are solutions to overcome these limi-
tations.

First of all, the way a sample is stored can affect the microbial community.
For example, anaerobic or aerobic storage or direct freezing of the samples can
result in the identification of different microbial communities (22). In addition,
insufficient or preferential disruption of cells can introduce a bias during sub-
sequent DGGE analysis.
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Considerable bias can also occur during the PCR (23). Suzuki and
Giovannoni (24) detected a preferential amplification of rRNA genes in mixed
microbial populations. The authors discovered that this preferential amplifica-
tion can be limited by an appropriate choice of primers and by decreasing the
numbers of cycles of replication. However, they postulated that this phenom-
enon would be small if the sample contains a high diversity of templates.

Another bias is the formation of chimeric molecules during PCR. Chimeric
molecules are composed of parts of two sequences originating from templates
with a high sequence similarity. These templates compete with primers during
the annealing step of the PCR. The percentage of chimeric molecules can be
very important, depending on the number of PCR cycles and sequence simi-
larities between templates. For example, Wang and Wang (25) observed up to
30% chimeras after 30 cycles with templates showing a 99.3% sequence simi-
larity. They also suggested increasing the elongation time (2 to 5 min) and
diminishing the number of cycles of replication to reduce the formation of chi-
meras. If chimeric molecules are still formed, the Ribosomal Database Project (11)
offers the possibility to screen sequenced fragments for possible chimeras.

Chimeric structures are not the only factor that can affect the interpretation
of DGGE/TGGE fingerprints and/or lead to an overestimation of the number
of microbial species. Indeed, bacteria can have more than one 16S rRNA gene
(rrn operons) on their chromosome. The number of rrn operons can differ
widely, from one copy for Bradyrhizobium japonicum (26) to 10 copies for
Bacillus subtilis (27). In addition, these copies can show variable sequence
heterogeneities, as shown by the detection of up to 10 variants in Paenibacillus
polymyxa when a 347-bp fragment of its 16S rRNA was amplified by PCR and
then loaded on a TGGE (28).

In addition to storage and PCR bias, the interpretation of DGGE/TGGE fin-
gerprints themselves can be ambiguous when very complex communities are
analyzed. It is estimated that bacterial populations that compose more than 1%
of the total community can be detected by PCR-DGGE (2). This limit can be
overcome by bacterial fractionation (29), differential centrifugation of
extracted DNA bound to bisbenzimidazole in CsCl gradients according to their
G+C content (30) or by using group-specific primers.

2. Materials
2.1. DNA Extraction and Purification

There are several protocols available in the literature. However we would
highly recommend the kit developed by Mo Bio for environmental samples
(Mo Bio UltraClean Soil DNA Kit, Solana Beach, CA). The kit is very rapid
and yields relatively high amounts of clean DNA suitable for PCR.
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3. Methods
3.1. PCR Conditions

A 2-mL volume of the extracted DNA is amplified by PCR with a 9600
thermal cycler (Perkin-Elmer, Norwalk, CT). The PCR mixture contains 0.5
mM of each primer, 100 mM of each deoxynucleoside triphosphate, 10 mL of
10X PCR buffer, 2 U of Expand high-fidelity DNA polymerase (Boehringer,
Mannheim, Germany), 400 ng of bovine serum albumin (Boehringer) per
microliter, and sterile water to a final volume of 100 mL. Other polymerases
could be used but one should keep all the conditions standard to avoid any
biases. Samples are amplified as follows: 94 C for 5 min, followed by 30 cycles
of 92 C for 1 min, 55 C for 1 min, and 72 C for 1 min, with a final extension at
72 C for 10 min.

3.2. DGGE

DGGE based on the method cited by Muyzer et al. (2) is performed with the
D Gene System (Bio-Rad, Hercules, CA). PCR samples are loaded onto 6%
(w/v) polyacrylamide gels in 1X TAE (20 mM Tris, 10 mM acetate, 0.5 mM
EDTA [pH 7.4]) for the primer set P63f plus P518r, or 8% polyacrylamide gels
for the set P338f plus P518r. The polyacrylamide gels are made with a denatur-
ing gradient ranging from 40 to 60% (where 100% denaturant contains 7 M
urea and 40% formamide). For more details concerning the percentage of dena-
turants the reader is referred to any basic molecular biology handbook. The
electrophoresis could be run overnight at 60 C at 75 V for the primer set P63f
plus P518r, or at 35 V for the set P338f plus P518r. Shorter times with higher
voltages could be used as well. After the electrophoresis, the gels are soaked
for 30 min in SYBR Green I nucleic acid gel stain (1:10,000 dilution; FMC
BioProducts, Rockland, ME). The stained gels are immediately photographed
on a UV transillumination table with a video camera module (Vilbert Lourmat,
Marne la Vallée, France). Alternatively, ethidium bromide can be used.

Statistical comparison of different DGGE patterns, run on the same gel, are
done with GelCompar software 4.1 (Applied Maths, Kortrijk, Belgium) or any
other available software designed for electrophoresis gel analysis.

3.3. Sequencing of DGGE Fragments

DNA fragments to be sequenced are excised from the gel, placed into sterile
Eppendorf tubes containing 25 mL of sterilized water, and incubated overnight
at 4 C. A 4-mL volume of the DNA diffused in water serves as a template for
PCR amplification. The amplified products are subjected to a new DGGE step
to confirm their electrophoretic mobility. The PCR products are purified with a
QIAquick PCR purification kit (QIAGEN GmbH, Hilden, Germany) before
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sequencing. However, it is important to note that this strategy does not always
work. Therefore, it is advisable to clone the PCR products into a cloning vector
before sequencing. The Topo TA cloning kit from Invitrogen (San Diego, CA)
is recommended. The sequences are aligned to 16S rRNA sequences available
in the National Center for Biotechnology Information database by using the
BLAST 2.0 search program.
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