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PREFACE

Soil microbiology traditionally has been the study of microorganisms and their
processes in soil. The interaction of organisms with each other and their environ-
ments involves soil ecology. Soil biochemistry includes microbial processes, soil
enzymes, and the formation and turnover of soil organic matter. Soil, in the
nonengineering definition, is usually defined as the surface of the earth affected by
plant roots, even though life, especially that of microorganisms, occurs at great
depths in geological deposits, caves, and sediments. Although the organisms
involved are often different, their ecological and abiotic controls and the products
of their metabolism have great similarities in all locations. Thus, there is now a
recognized similarity and interaction with soil and biogeochemical studies in
marine and fresh water systems, sediments, and the atmosphere. What we know
from these processes on earth will also guide future extraterrestrial investigations
and, as a result, the number of people interested in this field has greatly increased.
The textbook “Soil Microbiology and Biochemistry” by Paul and Clark (1989,
1996) is available in Chinese and Korean translations. It has been incorporated
into the teaching of engineering, biogeochemistry, ecology, and general biology in
a variety of university departments, including those of private, undergraduate, and
teaching universities, and is widely used in many research applications.

The biological processes that occur in soil are intertwined with and inseparable
from activities of the soil fauna, which feed on plants, soil microorganisms, and
litter. Their larger forms act as environmental engineers through their soil-mixing
functions. They also contain microbial endophytes that carry out much of their
decomposition function. The name of this edited volume has been changed to
reflect its broader applicability and has been expanded to include both more basic
and applied approaches. Soil microbiology, ecology, and biochemistry are being

XIX
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used in a broad range of applications from agronomy, plant pathology, general ecol-
ogy, microbial ecology, engineering, organic agriculture, forestry, range manage-
ment, and global change. We have thus included chapters on invertebrate—microbial
interactions, basic physiology, and ecological interpretations. Information on the
management of microorganisms and their reactions has been expanded while we
have strived to retain readability, conciseness, and a reasonable cost.

The definition of microbiology is usually associated with organisms not seen
without the use of a microscope, although this does not apply to many fungal
lichen and algal growth forms. The communal structure of the Armillaria associ-
ated with tree roots in a number of areas is hectares in size, although it is still a
fungus by definition. The soil fauna also range in size and diversity. This book
reflects the great advances in molecular techniques, the broader use of tracers, and
the maturation of modeling in interpretation of data and development of new con-
cepts. We finally know enough about our field to be able to impact management of
such modern problems as biodiversity, biological invasions, global change,
ecosystem services, sustainable agriculture, and urban ecosystems. This textbook
has been designed to provide access to necessary knowledge for those working in
these diverse fields. The authors of the individual chapters hope that the readers
will find this a readable, accessible introduction to both the concepts involved and
the background literature.
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In Perspective
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GENERAL HISTORY AND SCOPE

The processes that occur within soil are closely related to those in sediments and
aquatic environments. They are also associated with the beginning of life on this
planet. Biochemical and biological changes were associated in the earth’s early
stages. Molecular biomarkers, isotope modification (such as differences in 3*S and
13C), and identifiable fossils are important in the study of the earth’s history. The
primordial soup theory of Oparin and Haldane assumed that organic compounds
in water underwent polymerization and condensation reactions similar to those that
describe modern soil organic matter formation. The formation of macromolecules
that catalyze their own replication is known to be assisted by clays, metals, imidazole
derivatives, and selective adsorption onto mineral surfaces that promote concen-
tration and polymerization (Bada and Lazcano, 2003). Carbon and associated N
substrates may have arrived on meteorites in association with minerals.

The first written history of soil and soil biota originated in the East, where
scholars were recognized in the early Chinese royal courts. Coleman et al. (2004)
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stated that soils were classified during the Yao Chinese dynasty from 2357 to 2261
BCE. This dynasty should be recognized for both basic and applied studies of soils
as they used a soil classification for taxation purposes. The ancient Chinese regarded
earthworms “as angels of the earth.” Romans, such as Aristotle, considered earth-
worms as “intestines of the earth” (Coleman et al., 2004). Further evidence for the
early recognition of soil is that the Hebrew word for soil is “adama,” from which is
derived Adam, the first man in Semitic religions (see Hillel, 1991). The ancient Vedic
literature of India classified soils by color (and thus organic matter content) and
recognized the importance of land forms, erosion, vegetation, land use, and human
health implications.

Fungi were known for their fermentation reactions in wine, beer, and bread
making and also as a food source that could at times be toxic. Inscriptions on
Egyptian walls from 2400 BCE show the production of beer and bread involved the
use of a starter and required an incubation time. Eastern, and later Roman, schol-
ars recognized the soil-improving qualities of legumes and crop residue additions.
Roman literature on agriculture and soil management was extensive. This was
updated and condensed into a single volume by Petrus Crescentius in 1240 CE and
for many years was copied, even into the time of the printing press (e.g., Ruralium
Commodorium libri duodecin Augsburg, 1471).

Knowledge stagnated in Europe for the one and a half thousand years prior to
the Renaissance at the end of the 15th century; not from a lack of intelligence, but
from the firmly held belief that the world was governed from the outside and was
not an object to be questioned (i.e., intelligent design). The end of the 15th century
marked the end of the Western medieval world with the emergence of the perspec-
tive that laws that govern the world are subject to study. The concept of biological
and abiotic controls that can be studied and influenced by humans marked the
beginning of our present knowledge of the soil biota and their processes. The abil-
ity to transmit this knowledge by the printed word after the invention of the print-
ing press also greatly aided scientific discovery and discussion.

We are getting further away from our historical roots, an understanding of
which is so important to our thinking and ability to formulate scientific questions.
The advent of the computer with its easy access to recent literature seems to delay
visits to the library to look at not only the original thinking in our field during the
early 20th century, but also important literature from 1950 to 1980. I have tried to
summarize briefly some of the important early discoveries. In doing so, I have not
referred to the original literature, but to reviews often found in textbooks that
should be available in many libraries. The history of our science is not merely a
listing of the important discoveries, but an important example of scientific thought
processes and the relation between methodology, ideas, and concepts.

Our field is still methodology-driven as shown by the great increase in knowl-
edge being derived from molecular techniques and tracers. Another methodology
breakthrough was nearly driven to excess, as shown by the fact that the three most
cited papers from the Soil Biology and Biochemistry Journal from 1975 to 2000
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involved the application of the fumigation technique (earlier used by Schloesing
and Miintz for nitrification studies) for the measurement of microbial biomass.
Today we are benefiting greatly from the availability of automated techniques, the
use of computers in data transformation, modeling and knowledge dissemination,
and the presence of active scientists in many new parts of the globe.

A look at our history shows how ideas were generated. It also shows that we
should look at some of the misconceptions of the past to help us clearly define our
thoughts and concepts. I realize that my biases show and that I have concentrated on
the positive. The literature is full of examples showing that many of our founders also
developed some “doozies.” It would also be rewarding to look at what did not pass
the test of time so that our own ideas do not end up in the same dustbin. A brief sur-
vey of citations in some search engines, such as the U.S. National Agricultural
Library, Commonwealth Agricultural Bureau, ISI Science Citations, and Biological
Abstracts, shows that the words “soil ecology” elicit more responses than “soil
microbiology,” which is followed in interest by “soil biochemistry” and “microbial
ecology.” There are differences in relative rankings dependent on the search engines,
but processes generally involve more citations than microorganisms. Soil N is most
popular, followed by soil C, N, fixation, and the rhizosphere. The citation survey
shows that new methods of analysis are being applied to continuing problems with
pollutants and pesticides and their effects on the soil population. These topics are
continuing to receive a great deal of attention, as is soil biodegradation. If you really
want to gain a further appreciation of our field, try general search engines, such as
Google, which lists 9,050,000 items for “soil microbiology,” 25,100,000 for “soil
ecology,” and 7,800,000 for “soil biochemistry.” An understanding of the interest in
the word “humus” would require the perusal of 4,760,000 items. This, however,
includes recipes for a common Mediterranean prepared food, hummus, so maybe a
better search would be for “soil organic matter,” with 14,600,000 items.

SOIL MICROBIOLOGY

Fungi in certain forms can be readily seen without a microscope; thus, they
received early study. The first book solely about fungi (“Theatrum Fungorium’)
published in 1675 by J. F. van Starbeck drew heavily on the drawings of Charles
de’Egeluse prepared as early as 1601 (see Atlas, 1984). In 1665, Hooke published
a work on the fruiting bodies of fungi, and by 1724, spores were known as fungal
reproductive agents. Fungus—root associations were noted by earlier authors, but
in 1877, Pfeffer recognized their symbiotic nature, and in 1885, Franck coined the
word “mycorrhiza.” Franck later distinguished between ecto and endo associa-
tions; a classification that is still applicable in present, extensive literature on this
subject. In 1886, Adametz isolated fungi from soil and gave them names. The first
detailed classification of soil fungi was conducted by Oedemans and Koning in
1902 (see Waksman, 1932). In the 1920s, Charles Thom made a detailed study of
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soil fungi, especially Penicillium and Aspergillus, the dominant soil fungi on most
agar plates. Waksman also published extensively on soil fungi and actinomycetes.

Leeuwenhoek (1632-1723) is recognized as being the first to see bacteria in
his self-designed microscopes. He observed the small animalcules in natural water
and in water amended with a substrate (pepper or meat broth). The comprehensive
classification system produced by Linnaeus in 1743 perhaps foretold the modern
difficulties in bacterial classification when he placed all the organisms seen by
Leeuwenhoek in infusions of vegetable matter and meat broth into the genus Chaos.
In 1776, Nagelli (see Atlas, 1984) suggested that bacteria be placed into their own
class entitled Schizomycetes. The work of Warington, Lawes, and Gilbert estab-
lished the biological nature of many of the processes involved in N transformations,
especially those involved with the growth of leguminous crops. Pasteur (1830—1890),
in discrediting the theory of spontaneous generation, laid the foundation for micro-
biology. Although trained as a chemist, he developed vaccines for rabies and inves-
tigated many food microbiology problems. Pasteur and Liebig had both postulated
that the process of nitrification was bacterial in nature. While studying sewage
purification by land filters, Schloesing and Miintz found that the ammonia content
of sewage passed through a sand filter did not alter for 20 days. After this period,
ammonia was changed to nitrate, but the process could be stopped by a small amount
of chloroform. The process could be restarted by soil extract, thus proving that this
process was due to microorganisms or, as they said, “organized ferments.”

S. Winogradsky (1856-1953) is recognized as the founder of soil microbiology
for his contributions to nitrification, anaerobic N, fixation, sulfur oxidation, and
microbial autotrophy (Winogradsky, 1949). He succeeded in isolating two bacterial
types involved in nitrification with the keen insight that they obtained their C from
CO,. He thus also established autotrophy in microorganisms. In the period 1872—
1876, Cohn published the first comprehensive study of the bacterial content of soil.
Hellriegel and Wilfarth, in 1888, grew peas in the absence of a fixed N supply, show-
ing that legumes obtained their N from the atmosphere, whereas oats did not have this
capability. They knew that the peas had nodules, but could not isolate the bacteria
within. Beijerinck, in 1888, isolated the bacteria that he called “Bacillus radicicola”
(now usually called “Rhizobium”). This showed the dependence of the N cycle on
bacteria. The N cycle was completed when Goppelsroder observed that nitrates were
reduced to nitrites in the presence of soil organic matter. In 1868, Schoenbein
ascribed the reaction to bacteria and Gayon and Dupetit further developed the knowl-
edge that led to denitrification studies.

The latter half of the 19th century saw more details on microbial processes includ-
ing symbiotic and asymbiotic N, fixation, denitrification, and sulfate reduction and
oxidation. The research on fermentation led to the delineation of anaerobic metabo-
lism. Waksman, in his 1952 textbook “Soil Microbiology,” gives a detailed account
of the early contributions and also published photographs of many of our academic
forefathers in soil microbiology. His 1932 book gives detailed historical references
in each of the chapters, as well as a listing of the textbooks on the various topics
to that date. He gives credit (together with Winogradsky) for the foundation of soil
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microbiology as a discipline to Martinis Beijerinck (1851-1931), who not only
extracted the first viruses from plants, but also isolated many N,-fixing organisms and
developed enrichment techniques. Basic and applied sciences were as intertwined
in the beginning of our science as they are now. Winogradsky and Beijerinck are also
recognized as founding members of microbial physiology and microbial ecology.

The first textbook to include soil microbiology was that of Lohnis, “Vorlesunen
tiber Landwirtschaftliche Békteriologi,” published in 1910 and 1913. English readers
can gain an insight into its contents in the English version he published together
with E. B. Fred in 1923, entitled “Textbook of Agricultural Bacteriology.” That
text contains very readable accounts of bacteria, fungi, and protozoa and a good
discussion of relationships of microorganisms to their environment. J. G. Lipman
(1874-1939), who established the Department of Soil Chemistry and Bacteriology
at Rutgers University in 1901, was especially interested in the effects of soil organ-
isms on soil fertility and plant growth. His 1911 book entitled “Bacteria in Relation
to Country Life” was the first American treatise in this field. Waksman (1952)
named the period from 1890 to 1910 as the Golden Age of soil microbiology when
representatives of the soil biota carrying out the major soil and biogeochemical
processes were identified. The identification of at least representative members of
the microorganisms mediating soil fertility and nutrient transformations led to the
belief that this knowledge could do for agriculture what the identification of major
disease organisms did for medical treatment.

Successes in legume inoculation led to several premature attempts to alter soil
C and N transformations by inoculation and to relate microbial numbers to soil
fertility. This discussion continues to this day in the many questions concerning
biodiversity and ecosystem functioning addressed later in this volume. The attempts
to inoculate bacteria, other than symbionts, and control microbial pathogens of
plants were seldom successful because of the lack of knowledge of microbial
ecology and the other controls involved. These studies did, however, help transfer
attention from pure cultures and laboratory investigations to field experiments and
the need for replication to account for soil heterogeneity. This period also contained
the interesting conclusion that if an organism did not grow on a gelatin or agar plate,
it could not be important and thus was not worth studying.

The years from 1910 to the Second World War witnessed the employment of
soil microbiologists in numerous new institutions in many parts of the world. This
led to a better knowledge of the global distribution of, and management effects on,
organisms capable of growth in the laboratory medium. The development and use
of direct microscopy led to the realization that approximately only 1% of the soil
population could be grown on laboratory media. The failure of inoculants, except
in the case of symbiotic N, fixation, to create meaningful management effects was
a worry at that time. It is only now that we realize the huge number of unidentified
organisms and that the unknown interactions between them and their environment
(ecology) explain the often observed lack of impact of introduced organisms.

It was at first assumed that bacteria were the major players in soil fertility and
decomposition as typified by the books of Lohnis in 1910 and Lohnis and Fred in
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1923. In 1886, Adametz showed that fungi are abundant in soil. Additionally,
Hiltner and Stormer had studied actinomycetes, which at that time were thought
to be different from the bacteria. Cutler had studied the protozoa, and Russell and
Hutchinson developed the theory that by consuming bacteria, protozoa could con-
trol the soil population and, thus, soil fertility. The early textbooks took as much
license with their titles as modern ones. The Lohnis and Fred publication on agri-
cultural bacteriology included extensive sections on the protozoa and fungi dis-
cussed under sections such as “Bacteria and related microorganisms.” Waksman’s
“Soil Microbiology” included sections we would today call biochemistry. The effects
of environmental factors on the rate of soil organic matter decomposition were
described by Waksman in his 1932 book entitled “Principles of Soil Microbiology”
and the Waksman and Starkey 1931 book entitled “The Soil and the Microbe.”
The period between the two world wars saw work on microbial interactions and
nutrient transformations. Fred, Baldwin, and McCoy’s 1932 comprehensive volume
on “Root Nodule Bacteria and Leguminous Plants” set the stage for the continued
success in symbiotic N, fixation. The C:N ratio required for plant-residue decompo-
sition without N immobilization was determined as approximately 25:1, a number that
is still appropriate unless large amounts of poorly degradable residues are involved,
as in forest litter. Attempts to measure many of the microbial processes in soil were
frustrated by the inaccuracy of the measurement techniques relative to the large stock
of nutrients in soil. Waksman (1932) commented that it was difficult to measure N,
fixation by free-living organisms at levels less than 40 Ib per acre, which was (and
still is) the inherent error in the Kjeldahl or other methods of measuring total N. The
Finnish scientist A. I. Virtanen received the 1945 Nobel Prize in Chemistry for his
major contributions to legume nutrition, especially the role of rhizobia in symbiotic
N, fixation. Lie and Mulder (1971), in “Biological Nitrogen Fixation in Natural and
Agricultural Habitats,” provide a record of the many advances made in that field.
The Second World War led to a concentration on the war effort. This was, how-
ever, not without its success as witnessed by the use of the fungal antibiotic, peni-
cillin, and the development of streptomycin, for which Waksman received the
Nobel Prize in Medicine in 1952. The war also resulted in studies to overcome food
spoilage and rotting of clothes, as well as the beginnings of biological warfare in
both preventive and causative formats. Alexander’s 1961 and 1977 “Introduction
to Soil Microbiology” continued the general organization utilized by Waksman in
his earlier volumes. He organized the section on the soil environment and bacteria,
actinomycetes, fungi, algae, protozoa, and viruses into a section entitled “Microbial
Ecology” and recognized the multitude of microbial and microbial-plant inter-
actions. The 1960s saw an influx of new scientists that worked on symbiotic and
asymbiotic N, fixation, S cycling, the rhizosphere, mycorrhizas, and the effects of
herbicides, pesticides, and pollutants on the microbial population. The mycorrhizal
history to 1969 can be found in Harley (1969). The use of >N and alternate sub-
strates and inhibitors for specific enzyme interactions made possible for the first
time the quantification of the processes in the N cycle at the levels that they occur
in soil. However, method availability still hindered testing of concepts regarding
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microbial populations and diversity, and it was not until the advent of nucleic acid
methodology, automated biochemical measurements, such as phospholipid fatty
analysis (PLFA), computers, and modeling that the great thrust of knowledge cov-
ered in the subsequent chapters of this volume could come to fruition.

Volumes on soil microbiology include Subba Rao (1999), “Soil Organisms and
Plant Growth,” 4th ed.; Killham (1994), “Soil Ecology;” Lynch (1983), “Soil
Biotechnology;” Metting et al. (1992), “Soil Microbial Ecology;” Alef and
Nannipieri (1995), “Methods in Applied Soil Microbiology and Biochemistry;”
Van Elsas et al. (1997), “Modern Soil Microbiology;” and Sylvia et al. (2005),
“Principles and Applications of Soil Microbiology.” Other volumes include Tate in
1994, “Soil Microbiology;” Harley and Smith in 1983, “Mycorrhizal Symbiosis;”
Read et al. in 1992, “Mycorrhizas in Ecosystems;” and Makerji, Chamola, and
Singh in 2000, “Mycorrhizal Biology.” A community and ecosystem approach to
the biology of soil is presented by Bardgett (2005) and the role of microbial diver-
sity as a supplier of ecosystem services is presented in two edited volumes
(Bardgett et al., 2005; Wall, 2004).

The advances in molecular techniques utilizing culture-independent direct
retrieval of 16S rRNA genes have allowed an examination of the occurrence and
biodiversity of microorganisms. A survey conducted by Morris et al. (2002)
examined the primary scientific literature from 1975 to 1999 in 525 journals.
Figure 1.1 shows data for six soil-associated habitats.
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FIGURE 1.1 Publications per year from 1975 to 1999 in microbial diversity: (¢) fungal-plant
pathosystems, (A) rhizosphere and mycorrhiza, (A) microbial habitats in soil, (¢) aquatic systems,
(—) bacterium plant systems, and (W) food microbiology (Morris et al., 2002).
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Fungus—plant pathosystems outnumbered the other five habitats and showed a
10-fold increase in papers; however, that number peaked in 1996. The rhizos-
phere, including mycorrhizas, was still rapidly increasing in popularity in 1999.
Microbial habitats in soil showed a similar trend, as did aquatic systems.
Molecular techniques hold great promise for increasing our understanding of the
links between organisms, processes, and the environment; thus soil microbiology,
biochemistry, and ecology are best treated in one volume. The recent finding of
ammonia-oxidizer genes in previously immeasurable Archaea is one example of
new functional groups and maybe even new functions and processes that will be
discovered by the readers of this book.

SOIL ECOLOGY

Soil ecology is the second leg of the scientific tripod supporting this textbook.
Ecology has numerous definitions. The one that applies to this text is the interaction
of organisms and their environment. Smith and Smith (2001) stated that Haeckel
developed the term “ecology” in 1869 from the Greek term “oikos,” meaning home
or place to live. The first ecological publications are credited to the Greek scholar
Theophrastus (371-288 BCE), who wrote nine books on “The History of Plants”
and six on “The Causes of Plants.” Continued work by naturalists during the 15th
century, especially in the Middle East, was followed by the plant geographers,
such as Wildenow (1765—-1812) and Von Humboldt (1769-1859). These described
vegetation by physical type and environmental conditions and coined the word
“association” (see Smith and Smith, 2001). More plant geography, such as that of
Schouw, who studied the effects of temperature on plant distribution, and Paczoski,
who studied microenvironments created by plants, led to the study of plant com-
munities. Scientists such as Coulter, Bessey, and Clements developed concepts of
succession and gave ecology its hierarchical framework (see Major, 1969).

Aquatic research contributed much to ecological theory. In 1887, Forbes, who
interestingly had no college degree (see Hagen, 1992), wrote the classic “The Lake
as a Microcosm,” which was a predecessor to ecosystem ecology and introduced
the concepts of interrelationships through food chains. In 1931, European biolo-
gists Thieneman and Forel used the concept of organic nutrient cycling and devel-
oped the terms “producers” and “consumers.” In 1926, agronomist Transeau was
interested in improving agricultural production through a better understanding of
photosynthetic efficiency and initiated our understanding of primary production.
The early ecologists tended to concentrate on native plant and animal associations,
whereas at that time soil microbiologists were associated with either agronomy or
microbiology departments. Agronomists were primarily concerned with cultivated
fields and the processes therein. To the soil zoologists, these fields seemed depau-
perate of interesting organisms, while the ecologist’s obsession with native sites,
and to some extent the environmental movement, was thought by the agronomists
to greatly limit their interpretive capability.
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Ecosystem science, a term coined by Tansley in 1935 (see Hagen, 1992), led to
a more experimental approach and interdisciplinary work. The textbook organized
around the ecosystem concept, “Fundamentals of Ecology” by E. P. Odum (1971),
went through three editions and was translated into more than 20 languages. The
International Biological Programme of the 1960s and 1970s demonstrated the need
to investigate all the interacting components of the ecosystem and to model them
using mathematically defined transformation processes. This required the active
interaction of soil microbiologists and biochemists with plant and animal ecologists
and agronomists. During this program, G. M. Van Dyne, a strong advocate of the
ecosystem concept, described the editor of this volume as standing on a four-stranded
barbed wire fence between ecology and agronomy, with the warning that some
day I would slip, with the obvious drastic consequences. The title and chapters in
this book indicate to me that this fence has finally been ripped out. Future great
advances lie in the study of our exciting field by scientists with a variety of back-
grounds and employment in institutions often as heterogeneous as the soils and
organisms they study. At the same time, the more classically trained ecologists
recognize that the soil, with its multitude of interacting organisms and complexity
of interactions, is the last great frontier of ecology.

Today’s researchers are finding that replicated, managed fields are excellent for
studying and developing ecological and biogeochemical concepts in that they
often have greater, more easily measured, nutrient fluxes than those in perennial
vegetation. Uncultivated systems, whether prairie or forest, are essential as reference
points, often with greater diversity. Other work, such as that in the Amazon Basin,
is recognizing that many of the forests that were once thought to be pristine have
had major past human interventions.

Russell’s 11th edition of “Soil Conditions and Plant Growth,” edited by Wild
(1988), noted that Gilbert White, in 1777, observed that earthworms were promoters
of vegetation by perforating and loosening the soil and drawing leaves underground.
Feller et al. (2003a) note that Darwin first reported on the effect of earthworms in
1837, followed 34 years later by the publication “The Formation of Vegetable
Mould through the Action of Earthworms.” At that time, the term “vegetable mould”
was used to designate surface horizons in a manner not that different from the ear-
lier use of the term humus. Darwin showed that earthworms were important in soil
formation by affecting rock weathering, humus formation, and profile differentia-
tion. This led Feller e al. (2003a) to credit Darwin for the first scientific publica-
tion in Europe on the biological functioning of soils. In 1839, Ehrenberg had
shown the presence of soil protozoa (see Feller et al., 2003a). Russell’s work on
partial sterilization and its benefits to fertility had involved the protozoa. Cutler
and Crump, in 1920, observed the often reciprocal increase and decrease of amoe-
bae and bacteria and attributed the concept of soil sickness resulting in lowered
fertility to this phenomenon (see Waksman, 1932). This is in direct contrast to
Russell’s, and more recent, concepts in which faunal-derived microbial turnover
is considered an advantage in nutrient release (Coleman et al., 2004). Stout et al.
(1982) gave a detailed resume of the soil protozoa that included the slime molds.
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The “Manual of Agricultural Helminthology” (Filipjev and Shuurmans-
Stekhoven, 1941, published in The Netherlands), summarized nematode anatomy,
systematics, methodology, and plant—parasite interactions to that date. G. Steiner
states in the edited volume on nematology (Sasser and Jenkins, 1960) that the Incas
of Peru had a regulation by which the replanting of potatoes on the same land
needed to be deferred by a few years to control what must have been golden nema-
tode infestation. He also stated that the “bush culture” that involved burning of trop-
ical forests followed by planting of crops was not done on adjacent plots to stop
invasion of nematodes from the old agricultural plots to the new ones. Kevan’s 1965
description and count of soil fauna per square meter of a European grassland were
quoted in the first edition of this textbook. A good introduction to the various mem-
bers of the soil fauna is given by Burges and Raw (1967) and is updated by Lavelle
and Spain (2001) and Coleman et al. (2004).

Wilde (1946) stated that the principals of soil science and ecology were intro-
duced to silviculture by the German forester Grebe in his doctor’s thesis in 1840.
Grebe forecast Dokuchaiev’s studies by stating,

“As silviculture horizons widen, the importance of environmental conditions
becomes more sharply pronounced. It appears clearly to foresters that the form
of forest management is determined by a number of physical influences related
to topography, geology, type of soil, and climate.”

In not mentioning organisms, maybe the quote does not belong in this book, but
80% correct isn’t all bad.

Russian scientists have long credited Dokuchaiev and his associate Kostytchev
with being the founders of soil science and for having a great influence on ecology.
Wilde (1946) quotes Dokuchaiev as saying,

“The eternal genetical relationships that exist between the forces of the envi-
ronment and physical matter, living and nonliving domains, plants and animals
and man, his habits, and even his psychology—these relationships comprise the
very nucleus of natural science.”

Dokuchaiev recognized the effects of animals in soil formation in using the word
“crotovina” for the filled-in remnants of mammal burrows. Russian soil science,
ecology, geography, and plant ecology have always been closely associated (Major,
1969). Their word “biogeocoenoses” emphasizes the biology—landscape inter-
actions, as well as exchanges of matter and energy, discussed so often in this text.
Hilgard translated Dokuchaiev’s work to English and mapped American soils rela-
tive to landscape, climate, and vegetation. Wilde credits Hilgard’s 1906 publication
“The Relation of Soils to Climate” for perhaps unintentionally laying the foundation
of soil ecology in America. The interactions of Dokuchaiev’s five factors of soil for-
mation, climate, parent material, organisms, topography, and time were reiterated
and placed in an equation form by Jenny (1941). Liebig has been credited as one of
the first physiological ecologists for his work on mineral nutrition of plants.
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The influence of Miiller’s 1878 monograph in characterizing forest soils in rela-
tion to the type of organic matter (Mull, Moder, and Mor) has been extensive. Wilde
lists an extensive number of European authors who emphasized the role of soils in
forest management. Other reviews on forest—-microbiology—nutrient cycling include
Jordan (1985), Pregitzer (2003), and Morris and Paul (2003). Rangeland science is
equally dependent on soil processes, some of which are detailed in “Grasslands,
Systems Analysis and Man,” edited by Breymeyer and Van Dyne (1980), and in
“Grassland Ecophysiology and Grazing Ecology” (Lemaire et al., 2000).

I did not know whether to place microbial ecology under soil microbiology or
soil ecology. In concepts, methods, and application, microbial ecology has been
closer to soil microbiology than to classical ecology. Numerous authors have
bemoaned the fact that there is not an extensive idea and concept exchange between
microbial ecology and ecology in general. However, this is rapidly changing with
the recognition that the diverse and extensive soil and aquatic and sediment biota
can now be studied with molecular methods. The great diversity and close inter-
actions of organisms with mineral particles makes soil an ideal place to develop
and test ecological concepts. According to Marshal (1993), microbial ecology has
the goals of defining population dynamics in microbial communities and the phys-
iochemical characteristics of microenvironments and understanding the metabolic
processes carried out by microorganisms in nature. It recognizes as its founders
the same scientists (Leeuwenhoek, Winogradsky, and Beijerinck) that developed
soil microbiological thought. Microbial ecology has the ability to transcend dif-
ferent habitats, asking questions about soils, plants, animals, fresh waters, oceans,
and sediments, as well as geological strata. It also has received great impetus from
the recent advances in nucleic acid techniques and, thus, one of its more modern
pioneering works has to be that of Watson and Crick, which eventually led to the
nuclear-based techniques.

The first textbook published with the title “Microbial Ecology” was that of Brock
(1966). Brock (1975), in “Milestones in Microbiology,” published the key papers of
Pasteur, Koch, and others in a translated, annotated format. The publication of the
triennial meetings of the International Society of Microbial Ecology provides a use-
ful chronology of advances in this field. Some include Ellwood er al. (1980),
“Contemporary Microbial Ecology;” Klug and Reddy (1984), “Current Perspec-
tives in Microbial Ecology;” and Guerrero and Pedros-Alio (1993), “Trends in
Microbial Ecology.” Other reviews include Lynch and Poole (1979) and the series
“Advances in Microbial Ecology” published by Plenum Press. The training and
background of microbial ecologists are often very different from those of classical
ecologists, and until recently, there has not been enough cross-fertilization of ideas
between the fields.

SOIL BIOCHEMISTRY

Soil biochemistry, as defined in this book, refers to the characteristics and
dynamics of organic matter and the biochemical transformations brought about by
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enzymes and organisms in soil. Biochemical reactions appear to have proceeded
without microorganisms. Later microorganisms were active without the presence
of plants and animals for long periods of the earth’s history. Biochemical reac-
tions similar to those occurring in modern soils are thought to have occurred for
an extended period before the occurrence of the first bacteria identified in rocks
that have an age of approximately 3.8 billion years. Phototrophic bacteria and
cyanobacteria have been identified in rocks that are 2.8 billion years old. Vascular
plants and mammals are a product of only the past 500 million years.

Experiments with iron sulfides, at the elevated temperatures and pressures found
in hydrothermal vents, have indicated the possibility of the formation of prebiotic,
organic substrates. These are believed to involve organo-metal interactions often
studied in today’s soil biochemistry. Another theory involves an alkaline world in
which the activity of negatively charged clay minerals, such as smectite, organized
fatty acid micelles and lipids into vesicles that contained active clays. These are
said to have concentrated and polymerized RNA and DNA. Once formed, vesicles
such as these are postulated to have grown by extrusion through small pores. These
reactions are all familiar to the soil biochemist, as are the concepts involving micro-
pores, enzymatic activity, and habitat formation so important in early life studies
(Bada and Laszano, 2003).

Waksman (1938), in his book entitled “Humus,” states that from Theophrastus
(373-328 BCE) to the time of Wallerius (1709-1778 CE), the concept of oleum
untuosm, equating fertile soil with the fatness of the land, dominated the ideas
of naturalists. The word “humus” was extensively used in Virgil’s (79-19 BCE)
poetry about farming, food production, and the joys of country life. His poetry is
extensively quoted relative to soil fertility, decomposition, gardening, nature, the
environment, and organic agriculture, with the 39 BCE quote from the second
Georgics

“pinquis humus dulcique uliine laeta; Quique frequens hebis et fertilis tibre
campus”

being the most familiar. The word humus, together with terra and solum, was used
for earth. It is the root word for humans, homo, and even posthumous, after the
earth or death. Virgil referred to dark soil as fertile, and the ancients knew that
dark-colored soil was more productive, absorbed more water, and was easier to till
than its lighter colored counterparts in the landscape. They had also observed that
exposure to flames often lightened the soil. Feller (1997) quotes Pliny the Elder
(23-79 CE) as saying

“the lupin penetrates the humus and wheat needs two feet of humus.”

The period of alchemy and the phlogistic theory continued to use the original
Latin definition of humus as soils or earth, as did Linnaeus (1707-1778), the great
Swedish botanist. He classified soils as Humus daedalea (garden soil), Humus
rualis (field soil), and Humus latum (muck soil). The concept that the application
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of dung to the soil replaced some substances that had been removed by plants was
established in the 16th century. Van Helmont’s (1577-1644) experiments that con-
cluded that water was the source of plant nutrition were repeated by Robert Boyle
with the same conclusion. However, Woodward in 1699 showed that impure water,
such as that from the river Thames, increased the growth of mint. He also reported
that dung that returns parts of either vegetables or animals was the best way of
restoring soil. Boerhavein, in a 1727 textbook of chemistry, wrote that plants absorb
the juices of the earth. Tull in 1730 stated that small, earth-like particles serve as
nutrients for plants.

Wallerius in 1753 (see Feller, 1997) used the Latin word humus for loam or
mold, which at that time referred to the organic surface horizon relative to decom-
posing organic matter, and is thus credited with the modern use of humus for organic
matter. This was made easier by the fact that the later Roman and Latin texts then
utilized the word terra rather than humus for earth. Wallerius went along with the
thinking of that time in assuming humus was the essential nutritive element and
that other soil constituents acted in mixing or dissolving it and, thus, assisted uptake
by plants. Lime was considered to help dissolve the fat (humus) of the land and
the function of clay was to fix or retain this fatness. The Russian scientist Komov,
in his 1782 book on agriculture, associated the hydrophysical properties of soil and
its richness in nutrients with the presence of humus and stated that the “nutritive
juice” of soil was produced by rotting.

De Saussure, known for his chemical studies, also spent considerable time on
humus. In 1804, he described humus as being of various complexes (oils and salts),
capable of absorbing oxygen and producing CO,. He showed that it contained
more C and less O and H than the plant residues that went into its formation. He
also established that plants synthesize their organic matter from CO, and give off
O,. Thaer in 1808 differentiated between peat formed in limited O, and mild
humus formed under adequate O,. He ascribed to the humus theory of plant nutri-
tion, which stated that humus was the direct source of plant nutrients. Thaer also
has been called the father of sustainable agriculture (see Feller et al., 2003b). One
of his books stated,

“Latterly the practice of sowing white clover with the last crop has become
very general; only a few apathetic and indolent agriculturalists or men who are
firmly wedded to old opinions and customs, neglect this practice.”

It took the work of Sprengel in 1826, Liebeg in 1840, and Boussingault in 1841 (see
Feller et al., 2003b) to found the concept of mineral nutrition of plants. However,
modern organic agriculture still credits soil organic matter with properties other
than nutrient supply, water and nutrient retention, complexation, and aggregation.
Humic constituents in small quantities continue to be investigated for their effect
on plant respiration as does the use of specific plant- and microbial-derived mole-
cules as information signals for plant and microbial interactions (Vaughn, 1985;
Bais et al., 2004).
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Berzelius, first in 1806 and later in the 1830s, described the dark, black, and
lighter yellow humic compounds and showed their interactions with metals. Field
experiments carefully conducted in 1834 by Boussingault, considered the father of
modern scientific agronomy, analyzed the C, H, O, N, and mineral inputs in manure
relative to those in subsequent plant parts grown on manured soils. In 1826 and
1837, Sprengel found that the C content of humus is 58%, described the most impor-
tant characteristics of humates (its salts), and studied their decomposition and sol-
ubility characteristics. The Russian scientist German, in 1837, still believed that
humus was a direct source of plant nutrition, but found that cultivated soils contained
less humus than virgin ones and attempted to obtain scientific confirmation of the
value of rotations. This was a prelude to modern-day sustainable agriculture and
the questions arising today regarding soil C and global change. He also was the first
to question whether humic acids were chemically individual compounds. The large
number of fractions he, and later others, identified as constituents of humus was not
found to be reproducible and this led to a general questioning of the usefulness of
soil organic matter fractionation. Danish scientist Miiller (see Wilde, 1946) further
defined the solubility and characteristics of humics in his book “Natural Forms of
Humus” and developed the concepts of Mull and Mor in forest soils. Mull horizons
had earthworms and fungi, whereas earthworms were absent from Mor soils.

Dokuchaieyv, the founder of Western soil science, recognized the involvement of
the five interacting factors of soil formation (parent material, vegetation, organisms,
climate, and time) in the development of rich, high-organic-matter, chernozemic
soils. Other scientists in this productive period include Kostychev, who in 1886
suggested that products synthesized by bacteria participated in the production of
humic substances (see Kononova, 1961). Hebert in 1892 and Dehérain in 1902
developed the concept of humus formation as the interaction of lignin and proteina-
ceous substances. Biichner is credited for his pioneering work in enzymology by
disrupting yeast cells to produce a cell-free system capable of alcoholic fermentation.
This later led to the many investigations of enzyme reactions in soils.

During the period of 1908—1930, Shreiner, Shorrey, and their co-workers used
large-scale extraction equipment to isolate 40 identifiable organics including hydro-
carbons, sterols, fats, organic acids, aldehydes, carbohydrates, and organic P and N
compounds. These studies gained a great deal of attention because of their precision,
but may have detracted from the overall study of soil organic matter as a natural
entity. They were a prelude to Waksman'’s detailed studies on the proximate analy-
sis of organic matter in which he rejected the concepts of humic and fulvic acids.
However, Tyurin in his 1937 book (see Kononova, 1961) on the organic matter of
soils and Springer in 1934-1935 (see Kononova, 1961) regarded Waksman’s
denial of the existence of specific humic soil compounds as unfounded and incorrect,
and claimed that proximate analysis, as suggested by Waksman, would not stand
the test of time in that it characterized only a small fraction of humus. However,
some mistrust of humic acid characterization, generated by Waksman’s criticisms,
continues today in Western soil science, although humic acid chemistry is well
accepted in aquatic research in both marine and freshwater environments.
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The translation of earlier Russian volumes entitled “Soil Organic Matter, Its
Nature, Its Role in Soil Formation and Soil Fertility” (Kononova, 1961) described
organic matter much as it is defined today and brought together literature on the
role of physical, chemical, and biological factors of soil formation and its effect
on cultivation. Stevenson’s 1994 book entitled “Humus Chemistry” recognized the
role of humic and fulvic acids and humic fractionation and delineated today’s
knowledge of organic C, N, P, and S transformations. Aiken et al. (1985) in “Humic
Substances in Soil, Sediment and Water” recognize the similarity of humic sub-
stances in soils, sediments, and water. They describe methods, such as NMR and
pyrolysis mass spectrometry, for studying this series of complex, and still difficult
to study, soil organic matter constituents that form such an important component
of present-day sustainable agriculture and global change investigations.

Nitrogen is important as a constituent of soil organic matter, as a nutrient in soil
fertility, in water pollution, and in trace-gas, radiative forcing in global change. It
thus continues to receive a great deal of attention. It took a great deal of research
and many publications to delineate the processes of N, fixation and N immobi-
lization, mineralization, plant uptake, and denitrification. The reviews edited by
Bartholomew and Clark (1965), Stevenson (1982), and Mosier et al. (2004) delineate
the use of instrumentation, tracers, and inhibitors in determining the processes and
rates in soils. In 1943, Norman and Werkman labeled soybeans with 5N, Addition of
the labeled residue to soil showed that 26% of the tagged N was recovered by a sub-
sequent crop. Work with both >N and 3C by Broadbent and Norman in 1946, and
Broadbent and Bartholomew in 1948 (see Jansson, 1958; Paul and Van Veen, 1978),
established the principles for the use of soil tracers. The equations of Kirkham and
Bartholomew (1955) for mineralization—immobilization and the epic work of Jannson
(1958) on soil N dynamics should be required reading for anyone today contem-
plating tracer studies.

The advent of tracers in the 1940s came at a time when the principles affecting
plant decomposition had been reasonably established. Harmsen and van Schreven
(1955) summarized the early work on the effects of environmental factors and the
possibility of soil biota turnover in subsequent releases of N as follows:

“The study of the general course of mineralization of organic N was practically
completed before 1935. It is surprising that many of the modern publications
still consider it worthwhile to consider parenthetical observations dealing with
these entirely solved problems.”

These authors then pointed out that the relationships between C and N and the
effects of environmental factors had to be determined for each soil type, indicating
that the underlying controls were not understood nor could the dynamics of resist-
ant compounds be measured.

Libby developed the '“C dating technique in 1952. It was used for peats, buried
soil profiles, and soil pedogenesis by Simonart and Mayaudon in 1958, Simonson
in 1959, and Tamm and Ostlund in 1960 (see Paul and Van Veen, 1978). In 1964,
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Paul and co-workers carbon dated soil organic matter fractions to calculate their
mean residence times. The further interpretation of carbon dating by Scharpenseel,
and Stout and Rafter (see Goh, 1991), did a great deal to establish pools and fluxes
for modeling purposes. Decomposition experiments with plant residues with
laboratory-enhanced '*C contents provided much information on the effects of
soil type and climate management in studies by Sorensen in 1967, Jenkinson and
Rayner in 1977, and Sauerbeck and Fiihr in 1968 (see Paul and Van Veen, 1978).
Differences in naturally occurring '3C resulting from C3 <> C4 plant vegetation
switches and from enhanced CO, experiments are now being effectively utilized
to answer global change and soil and ecological sustainability questions involving
soil organic matter (Coleman and Fry, 1991; Boutton and Yamasaki, 1996).

The use of tracers allows one to also measure nontracer soil C and N. There is
continual turnover of organic matter during decomposition, and tracer experiments
often show more soil C and N being released than can be determined in the absence
of the tracer. Some of today’s authors are mistakenly calling this priming. Fontaine
et al. (2004) credit Lohnis as defining priming in 1926 as an increased availability
of nutrients due to higher microbial activity resulting from the addition of substrate.
With the use of tracers, Broadbent and Bartholomew (1948) also defined priming as
the increased mineralization of unlabeled soil organic matter constituents in the pres-
ence of available fertilizer N or labeled plant residues. Replacement by the tracer
of nontracer C or N during normal soil dynamics must be taken into consideration
before priming is said to occur. It is hoped that today’s authors will read the original
literature and not erroneously redefine what was established many years ago.
Priming does occur. We must, however, use a mass balance approach together with
the tracers to determine that it is a net release of the nutrients from soil organic mat-
ter and not a normal exchange of the tracer for nontracer isotopes during microbial
growth and product formation.

There are excellent reviews on soil N, such as Bartholomew and Clark (1965),
Stevenson (1994), and Mosier et al. (2004). These contain discussions of the sig-
nificance of fixed ammonia as part of total soil N, especially with regard to depth,
in clay soils. Today’s literature seems to have forgotten this constituent. It is hoped
that in the next 10 years, we will not read a spate of papers that claim to have newly
discovered this not necessarily active, but important, N component.

Fred et al. (1932), Stewart (1975), and Graham (2000) have reviewed N, fixation.
Prosser (1986) and Norton (2000) reviewed nitrification, whereas N losses, especially
those leading to pollution and global warming, have been covered in Robertson
(2000) and Groffman (2000). Publications such as “Biogeochemistry” (Schlesinger,
1997) and “Geomicrobiology” (Ehrlich, 1996) cover related areas of nutrient cycles
and exchange in soils, freshwater sediments, and the vadose zone. The fact that the
processes and process controls are similar in all environments is heartening for our
level of knowledge. These controls lead to a rather similar composition for organic
matter in most aerobic terrestrial soils. Modeling, such as that used by Jenkinson and
Rayner (1977), is now an integral part of soil biochemistry used to test concepts and
extrapolate information to different landscapes and for future predictions. Whether
the ability to develop reasonably descriptive models based primarily on soil organic
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FIGURE 1.2 A dog’s eye view of decomposition and soil organic matter formation. Copyright
1962; reprinted by permission of United Feature Syndicate, Inc.

matter dynamics, but not soil population data, can be attributed to the great redundancy
of microbial populations or to the fact that our models are not yet accurate enough to
require population input data is yet to be determined. The 10-volume, edited series
entitled “Soil Biochemistry” initiated by McLaren and Peterson (1967) has since been
coedited by Paul and Ladd and by Stotsky and Bollag. It has brought together infor-
mation on biologically related soil processes and components, nutrient cycles, and
enzymes. It has also covered extraterrestrial life, soil enzymes, and pollutants as they
affect soil organisms and the environment. The best way to summarize this section on
soil biochemistry is to republish the cartoon from the comic strip Peanuts that was
included in the first volume of the “Soil Biochemistry” series (Fig. 1.2).

IN PERSPECTIVE
The soil microbiologist, ecologist, and biochemist must be aware that their

organisms and processes are affected by soil type, vegetation, landscapes, and
management. Forestry and rangelands are a very important component of our
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studies. Wilde (1946), in his very readable book “Forest Soils and Forest Growth,”
quotes the following from the Kalevala, the National Epic of the Finns, dated to
approximately 900 BCE, showing that early man recognized the interaction of
soil type and vegetation.

Seeds upon the land he scatters,

Seeds in every swamp and meadow,
Forest seeds upon the loose earth,

On the firm soil he plants acorns,
Spreads the spruce seeds on the mountains,
And the pine seeds on the hill-tops,

In the swamps he sows the birches,
On the quaking marshes alders,

And the basswood in the valleys,

In the moist earth sows the willows,
Mountain ash in virgin places,

On the banks of streams the hawthorn,
Junipers on knolls and highlands;
Thus his work did Pellerwoinen. . . .

Investigative science

Soil organic matter
form — function
dynamics

Biodiversity C — N cycling £
Methodology, Microbes — Fauna Soil fertility Concepts
. S, P Metals
Plant — microbe ’ :
interactions Peggﬁetﬁ]ti&s
Ecosystem services Global change
Education Bioremediation Residue Modeling

Pollution control Food — Fiber decomposition
Soil health Living space Radiative gases

Agriculture
Forest
Grassland
Urban

Management

FIGURE 1.3 The interplay of soil biota, interactions, and processes in investigative science and
management.
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The great biodiversity of soil biota in both macro and micro forms, and the impor-
tant questions that need to be answered, indicate to me that many of the new con-
cepts in our field will come via the study of the physiology and ecology of soil
organisms, as well the processes they mediate relative to soil nutrient transforma-
tions and global biogeochemical cycles. This text, therefore, has chapters on the
physiology—biochemistry of organisms as well as on ecology in an attempt to
enhance the understanding required to provide a foundation for the interdisciplinary
approaches that will continue to provide exciting new concepts in our field. It is
hoped that the individual chapters will provide new breakthroughs, concepts, meth-
ods, and ideas, as well as more individualized references. Figure 1.3 shows the inter-
dependence of soil microbiology, ecology, and biochemistry, some of its fields of
study, and some of its applications.

The last chapter in this volume will provide an oversight of the individual
chapters and, it is hoped, provide insights into the future.

This edition is dedicated to that great soil microbiologist, F. E. Clark, whose
keen insight and clear writing were such a joy to read in many early publications,
as well as in the first two editions of “Soil Microbiology and Biochemistry.”
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THE SOIL HABITAT

R. P. VORONEY

Introduction

Soil Genesis and Formation of the Soil Habitat
Physical Aspects of Soil

Soil Habitat Scale and Observation

References and Suggested Reading

At first sight nothing seems more obvious than that everything has a beginning and an end
and that everything can be subdivided into smaller parts. Nevertheless, for entirely specu-
lative reasons the philosophers of Antiquity, especially the Stoics, concluded this concept
to be quite unnecessary. The prodigious development of physics has now reached the same
conclusion as those philosophers, Empedocles and Democritus in particular, who lived
around 500 BCE and for whom even ancient man had a lively admiration. (Svante Arrhenius,
Nobel Lecture, 1903)

INTRODUCTION

Soil is the naturally occurring, unconsolidated mineral and organic material at the
earth’s surface that provides an environment for living organisms. Recently, it has
been referred to as the earth’s “critical zone” and as deserving special status,
because of its role in controlling the earth’s environment and thus affecting the
sustainability of life on the planet. This concept, that the earth’s physicochemical
properties are tightly coupled to the activity of the living organisms it supports,
was proposed in the early 1970s by James Lovelock as the Gaia hypothesis. He
theorized that the Earth behaved as a superorganism, with an intrinsic ability to
control its own climate and chemistry and thus maintain an environment favorable
for life. However, it is only microorganisms that have proven they can sustain the
biosphere and can do so even without larger organisms.
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The soil is where living organisms, or the biosphere, interact with rocks and
minerals (geosphere), water (hydrosphere), atmosphere, and dead organic matter
(detritosphere). Scientists study soil because of the fundamental need to under-
stand the dynamics of geochemical-biochemical-biophysical interactions at the
earth’s surface, especially in light of recent and ongoing changes in global cli-
mate. What complicates this study is that while geochemical fluxes between the
hydrosphere, atmosphere, and geosphere may take place over the time span of
hundreds to millions of years, biologically induced fluxes between the geosphere,
atmosphere, biosphere, and detritosphere take place over a much shorter time frame,
hours and days to months.

The soil habitat is defined as the totality of living organisms inhabiting soil,
including plants, animals, and microorganisms, and their abiotic environment.
The exact nature of the habitat in which the community of organisms is living is
determined by a complex interplay of geology, climate, and plant vegetation. This
interaction of rock and parent material with temperature, rainfall, elevation, latitude,
exposure to sun and wind, and many more factors, over broad geographical regions
with similar environmental conditions and characteristic plant communities, has
evolved into the current terrestrial biomes with their associated soils (Fig. 2.1).

Because soils provide such a tremendous range of habitats, they support an
enormous biomass, with an estimated 2.6 X 10% prokaryotic cells alone, and har-
bor much of the earth’s genetic diversity—a single gram of soil contains kilome-
ters of fungal hyphae and more than 10° bacterial cells, organisms belonging to
tens of thousands of different species. Micro-zones of good aeration may be only
millimeters from areas poorly aerated. Areas near the soil surface may be enriched
with decaying organic matter and other nutrients, whereas the subsoil may be
nutrient poor; the soil solution in some pores may be highly acidic, others more
basic, depending on soil mineralogy and biological activity. Temperature and
water contents of surface soil can vary widely from that of subsoils; and the
microenvironment of the surfaces of soil particles, where nutrients are concen-
trated and water films vary in thickness, is very different from that of soil pores.

SOIL GENESIS AND FORMATION OF
THE sSOIL HABITAT

By definition, soils are greater than 10 cm thick if formed from minerals and
extend from the earth’s surface into the underlying parent material from which
they are formed. Soil may even be covered with water to a depth of up to 0.5m as
in coastal tidal marshes or inland water areas where bodies of periodically sub-
merged soils merge into bodies of water in the natural landscape.

When plant residues are submerged in water for prolonged periods of the year
and availability of O, is limited, biological decay is slowed and organic matter in
various stages of decomposition accumulates. Deposits containing >30% organic
matter and extending to depths of ~0.5m or more form organic soils, and they
include peatland, muck or bog, and fen soils.
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Mineral soils are formed by the physical and chemical weathering of the rocks
and minerals brought to the earth’s surface by geological processes. The parent
material of mineral soils can be the residual material weathered from solid rock
masses or the loose, unconsolidated materials that often have been transported
from one location and deposited at another. The disintegration of rocks into
smaller mineral particles is a physical process brought about by heating and cool-
ing, freezing and thawing, and abrasion from wind, water, and ice masses.
Chemical and biochemical weathering processes are enhanced by the presence of
water, oxygen, and the organic compounds resulting from biological activity.
These reactions convert primary minerals such as feldspars and micas to second-
ary minerals such as silicate clays, and they promote the release of constituent ele-
ments in soluble forms available to soil organisms and plants.

Physical and chemical weathering of rocks to fine particles with large surface
areas and the accompanying release of plant nutrients initiate the soil-forming
process (Fig. 2.2).

The initial colonizers of soil parent material are usually organisms capable of both
photosynthesis and N, fixation. Early plant vegetation has intimate root—bacterial/
fungal/actinomycetal associations with soil organisms to assist with supplying
nutrients and water.

Soil organisms together with plants constitute one of the five interactive factors
responsible for soil formation. By 1870, Russian soil scientists had developed the
concept of soils as independent natural bodies each possessing unique properties
resulting from parent material, climate, topography, and living matter, interacting
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FIGURE 2.2 Interrelationships of organisms, organic matter, and parent materials in soil
development.
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over time. The approach to describing soil genesis as a biochemical product of
organisms participating in their own genesis was quantified by Hans Jenny in his
now classic equation of soil-forming factors:

Soil = f[parent material, climate, living organisms, topography, time].

SOIL PROFILE

During formation soils develop horizontal layers, or horizons, that look different
from one another (Fig. 2.3).

The horizons within a soil profile vary in thickness depending on the intensity
of the soil-forming factors, though their boundaries are not always easy to distin-
guish. Uppermost layers of mineral soils are most altered during soil formation,
whereas the deeper layers are most similar to the original parent material. Horizon
differences in the solum, the parent material most altered during soil formation,
involve: (i) organic matter from plant residues and roots in the surface mineral
horizons decaying and forming humus, which gives these horizons a dark color—
the organic-matter-enriched horizons nearest the soil surface are called A hori-
zons; (ii) movement of soluble and colloidal inorganic and organic constituents
from surface layers; and (iii) accumulation of varying amounts of inorganic and
organic precipitates. These underlying, enriched layers in mineral soils are
referred to as B horizons. The C horizons are the least weathered part of the min-
eral soil profile. Organic soils are commonly saturated with water and consist
mainly of mosses, sedges, or other hydrophytic vegetation; the upper material is
referred to as the O layer. In upland areas where drainage is better and forest veg-
etation supported, folic-derived organic materials accumulate to form the L-F-H
layer. In both types of organic soils, it is the residual organic matter in the surface
layer that most resembles the vegetation from which it is derived.

The vadose zone is the underlying, unsaturated, parent material extending (from
the soil surface) downward to where it reaches the water table and the soil becomes
saturated. Below the solum, this zone contains relatively unweathered parent
material, low in organic matter and nutrients and often deficient in O,. The thick-
ness of the vadose zone can fluctuate considerably during the season, depending
on soil texture, soil water content, and height of the soil water table. When the
water table is near the surface, for example as in wetlands, it may be narrow or
nonexistent. But in arid or semiarid areas where soils are well drained, the vadose
zone can extend for several meters and even be hundreds of meters deep.

PHYSICAL ASPECTS OF SOIL

Dimensions of physical features commonly encountered when considering the
soil habitat range from meters (pedon, soil landscape, and watershed), down through
a few millimeters (the fine-earth fraction), to a few micrometers (microorganisms
and clay minerals) and nanometers (humic molecules) (Table 2.1).
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FIGURE 2.3 Natural (undisturbed) mineral and organic soils showing the soil profile: mollisol
(top left), spodosol (top right), oxisol (bottom left), and histosol (bottom right). (Soil profiles reproduced
with permission: spodosol and oxisol from University of Nebraska Press, mollisol from American
Society of Agronomy; histosol from University of Idaho.)

SOIL TEXTURE

The larger mineral particles include stones, gravels, sands, and coarse silts that
are generally derived from ground-up rock and mineral fragments. While particles
>2 mm in diameter may affect the physical attributes of a soil, they are excluded
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TABLE 2.1 Spatial Dimensions of Features Commonly Encountered in Describing
the Soil Habitat
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from the definition of soil. The fine-earth fraction of soil particles ranges in size over
four orders of magnitude: from 2.0 mm to smaller than 0.002 mm in diameter. Sand-
sized particles are individually large enough (2.0 to 0.05 mm) to be seen by the naked
eye and feel gritty when rubbed between the fingers in a moist state. Somewhat
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smaller, silt-sized particles (0.05 to 0.002 mm) are microscopic and feel smooth
and slippery even when wet. Clay-sized particles are the smallest of the mineral
particles (<0.002 mm), seen only with the aid of an electron microscope, and
when wet form a sticky mass. The proportion of these different size classes in soil
is referred to as soil texture, and terms such as sandy loam, silty clay, and clay
loam are textural classes used to identify the soil’s texture. When investigating a
field site, considerable insights into the behavior and properties of the soil can be
inferred from its texture, so it is often one of the first properties to be measured.

The surface of mineral soils contains an accumulation of living biomass, dead
and decomposing organic material, and humus. This soil organic matter (SOM)
typically accounts for 1-10% of the total soil mass, but because it is intimately
associated with the mineral fraction it is difficult to isolate from the soil. The
larger, recognizable remains of plant, animal, and soil organisms that can be sep-
arated from soils by hand picking and sieving techniques are referred to as parti-
culate organic matter. These tissues undergo continuous decay, and over periods
of years to decades, brown to black-colored, colloidal humus is synthesized and
accumulates. Soil humic substances can account for 50-60% of the total SOM,
and together with the nonhumic material provide a nutrient reservoir to sustain the
soil microbial biomass.

SOIL STRUCTURE

Typically, the individual mineral particles in surface soils are coated and glued
together with colloidal organic matter and encrusted with inorganic cements
forming spatial clusters within the matrix known as aggregates or peds. In 1982,
two Australian soil scientists, Drs. Judy Tisdall and Malcolm Oades, presented a
conceptual model of the aggregated, hierarchical nature of the soil system and
described the linkages between the architecture of the soil habitat and the role of
microbial activity in its genesis. If soil was but a single ped, scientists could
describe its physical and chemical properties in sufficient detail to understand
how the nature and activity of soil organisms are controlled. But soils are com-
posed of highly variable peds, derived from a wide range of parent materials that
exist within innumerable landscapes, and exposed to diverse climates. And they
have formed in concert with the development of the complex communities of liv-
ing organisms that make up the biosphere.

Overall, the shape, size, and arrangement of the aggregates within the soil pro-
file describe soil structure. Three assemblages of aggregates are recognized with
diameter classes of 0.002-0.020, 0.020-0.250, and >0.250 mm and are referred to
as microaggregates, mesoaggregates, and macroaggregates, respectively.

Microaggregates are formed by flocculation of fine silt and clay particles, amor-
phous minerals (composed of oxides and hydroxides of aluminum, silicon, iron,
and manganese and silicates of aluminum and iron), and nonhumic and humic
substances, largely dominated by electrostatic and van der Waal forces. Polyvalent
cations such as AI**, Fe’", Ca?", and Mg?" adsorbing onto their surfaces and
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reacting with exposed functional groups promote these flocculation reactions.
Sticky polysaccharides and proteins derived from plant and animal tissues, micro-
bial cells, and exudates from roots, hyphae, and bacteria further enhance these
stabilization reactions. In particular, soil microorganisms produce extensive
exopolysaccharides, which they use to adhere to individual soil particles.

The core of mesoaggregates is usually the residual debris left from the decay
of plant and microbial tissues. Bits of decaying particulate organic matter and
their colonizing microbial biofilms become encrusted with fine mineral particles
and they act as nuclei for the formation of aggregates and contribute to their
resilience. Microaggregates can form throughout the surface soil matrix wherever
intense microbial activity associated with organic matter decomposition occurs.
The larger macroaggregates are formed only where a network of living and decaying
plant roots, fungal hyphae, and microbial filaments physically enmesh clusters of
micro- and mesoaggregates for a period sufficient for them to be chemically linked.

In the rhizosphere, hyphae of arbuscular mycorrhizal fungi contribute to the
aggregation effect as they grow into small pores and bind soil particles together.
Although macroaggregates comprise microaggregates, not all soil microaggre-
gates exist as macroaggregates. Macroaggregates can contain soil primary particles
that may eventually go on to form microaggregates. This hierarchical organization
of soil structure and aggregation, i.e., large aggregates being composed of smaller
aggregates, which in turn are composed of even smaller aggregates, is character-
istic of most soils (Fig. 2.4).

Micro- and mesoaggregates tend to be especially resistant to mechanical
breakdown, for example, from the impact of rainfall or from slaking—rapid
rewetting of dry soil—or from freezing and thawing. The restricted size of the
pores within these aggregates (<<0.01 mm diameter), also referred to as intra-
aggregate pore space, can limit the interactions of soil organisms. The pore space
surrounding microaggregates and contained within macroaggregates is collectively
referred to as the soil interaggregate pore space. It contains plant roots and is usually
rich in fresh inputs of particulate macroorganic matter (>0.05 mm diameter).
Macroaggregates usually remain intact as long as the soil is not disturbed, for
example, by earthworm and other faunal activity or by disturbance such as heavy
rains. Macroaggregation is important for controlling microbial activity and soil
organic matter turnover in surface soils because it gives fine-textured, clayey and
loamy-textured soils pore space characteristics similar to those of sandy soils. The
physical properties affected by macroaggregation include pore size distribution,
pore continuity and tortuosity (irregular, twisted pores), aeration, drainage, and tilth.

SOIL HABITAT SCALE AND OBSERVATION

SCALE OF SOIL HABITAT

The soil habitat is characterized by heterogeneities across all measured scales,
from nanometers to kilometers, which differ in chemical, physical, and biological
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FIGURE 2.4 Hierarchical model of soil aggregation and binding agents functioning for aggre-
gation. Larger aggregates are often composed of an agglomeration of smaller aggregates. Different
factors are important for aggregation at each of the levels in the hierarchy of soil aggregates. (A) A
macroaggregate composed of many microaggregates bound together mainly by a sticky network
formed from fungal hyphae, bacterial cells, and fine roots. (B) A microaggregate consisting mainly of
fine sand grains and smaller clumps of silt grains, clay, and organic debris bound together by root hairs,
fungal hyphae, and microbial biofilms. Submicroaggregates consist of fine silt particles encrusted with
organic debris and bits of plant and microbial debris (called particulate organic matter) encrusted with
even smaller packets of clay, humus, and Fe or Al oxides. White bar indicates 10 jum. (Photos courtesy
of D. A. Angers, C. Chenu, and S. Recous.)

characteristics in both space and time (Table 2.1). At various levels within this
continuum of scales, different soil properties used to characterize the soil habitat
can assume greater or lesser importance depending on the function or attribute
that is under consideration. For broad general issues, such as climate change at a
global scale, the general distribution of broad hydrologic features may be appro-
priate. Evaluations of more specific processes impacting on individual species’
functioning may be possible only at the scale of habitat niches that occur at
microsites in soil.

The habitat includes the physical location where a particular organism resides
as well as the characteristics of the habitat that influence the growth, activities,
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interactions, and survival of other organisms found in it. Together these character-
istics define the range of habitats available for organisms and their enzymes to
occupy. They vary vertically, through the soil vadose zone, and horizontally
across the landscape.

For higher organisms, such as animals that range over wide territories, the
habitat may be on the scale of a landscape or watershed and even beyond. At the
other extreme, microorganisms, the habitat occurs on a microscale and therefore
has been referred to as microhabitat. The spatial characteristics of the general
habitat, as well as the fine features of the microhabitats, must be considered in
describing the activity of soil microorganisms. Microregions within soil aggre-
gates control the nature and availability of nutrient resources, directly impacting
population dynamics. Metabolically similar groups of microorganisms, referred
to as guilds, occupy a unique ecological niche that encompasses their life strategy.
Sets of guilds, which carry out interdependent physiological processes, form
microbial communities. While ecological theory has proposed that no two species
ever occupy exactly the same ecological niche for long, in soils it is the rule that
different species share aspects of their niche with others. Soil habitat spatial het-
erogeneity is an important contributor to the coexistence of species in soil micro-
bial communities, enhancing overall soil biodiversity by promoting the persistence
of individual populations.

Studies have confirmed that soil organisms are usually not randomly distrib-
uted but exhibit predictable spatial patterns over wide spatial scales (Fig. 2.5).

Spatial patterns of soil biota also affect the spatial patterns of microbial activ-
ity and processes they carry out. Accumulations of inorganic N may not be
observed where sites of plant residue decay are adjacent and closely linked to
those where ammonification of SOM is occurring. Inorganic N can accumulate
and nitrification can occur where these microbial processes are physically sepa-
rated in soil space. Recent studies of “trigger molecules” have identified sub-
strates that appear to promote metabolic linkages over spatially diverse soil
microbial communities (De Nobili et al., 2001).

Although the main factors influencing the gross behavior of soil organisms are
known, their relative importance and influence on spatial distribution have not
been studied in detail. For soil microorganisms, there are few methods currently
available that enable the study of their detailed activity in sifu at the level of the
soil microhabitat. In fact, when collecting samples in the field from a soil profile,
it is common practice for soil scientists to homogenize the samples before analy-
sis, after removal of the plant debris and macrofauna, by passing the soil through
a 2-mm sieve.

PORE SPACE

Between the solid (mineral and organic) components of soil is space forming
pores that vary in size. On a volume basis, mineral soils are about 35-55% pore
space, whereas organic soils are 80-90% pore space. But total soil pore space can
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FIGURE 2.5 Determinants of spatial heterogeneity of soil organisms. Spatial heterogeneity in
soil organism distributions occurs on nested scales and is shaped by a spatial hierarchy of environ-
mental factors, intrinsic population processes, and disturbance. Disturbance operates at all spatial
scales and can be a key driver of spatial heterogeneity, for example, through biomass reduction of
dominant organisms or alteration of the physical structure of the soil substrate. Feedback between spa-
tial patterns of soil biotic activity and heterogeneity of environmental factors adds further complexity
(dotted arrows) (from Ettema and Wardle, 2002, with permission from Elsevier).

vary widely for a variety of reasons, including soil mineralogy, bulk density, organic
matter content, and disturbance. Pore space can range from as low as 25% for
compacted subsoils in the lower vadose zone to more than 60% in well-aggregated
clay-textured surface soils. Sandy-textured soils, though having a higher mean
pore size, tend to have less total pore space than do clay soils.

Soil pore space is defined as the percentage of the total soil volume occupied
by soil pores:

% pore space = (pore volume/soil volume) X 100. 2.1

Direct measurement of the soil pore volume is somewhat tedious to carry out; it is
usually estimated from data on soil bulk density and soil particle density using the
following formulas:

soil bulk density—Dj, (Mg/m?) = soil mass (Mg)/soil bulk volume (m?),
2.2)

soil particle density—D, (Mg/m?) = soil mass (Mg)/soil particle volume (m?)
(2.3)

(usually assumed to be 2.65Mg/m? for silicate minerals, but can be as high as
3.25Mg/m? for iron-rich tropical soils and as low as 1.3 Mg/m? for volcanic soils
and organic soils),

% pore space = 100 — [(Dy/D,) X 100]. 2.4)
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FIGURE 2.6 A 3-D CT X-ray scan of a soil core 6.4 cm in diameter X 10 cm in length, with a
resolution of 10 um, showing pore space distribution. (Courtesy of R. Heck, University of Guelph.)

Though total pore space is important, fundamentally it is the size, shape, and
interconnection of soil pores that are the key in determining the habitability of the
soil, for they directly control soil aeration and water relationships; this is largely a
function of soil texture and structure (Fig. 2.6).

Total pore space is usually divided into two size classes, macropores and
micropores, based on their ability to retain water after water drainage under the
influence of gravity (Table 2.2). Macropores are those pores larger than ~10 pm
in diameter that allow rapid diffusion of air and rapid water infiltration and
drainage. They can occur as the spaces between individual sand and coarse silt
grains in coarser-textured soils and in the interaggregate pore space of well-
structured loam- and clay-textured soils. Macropores can also be created by roots,
earthworms, and other soil organisms, forming an important type of pore termed
“biopore.” Biopores are typically lined with cutans rich in organic matter and clay
and are ideal habitats for soil microorganisms. They provide continuous channels
extending throughout the soil, often for lengths of a meter or more.

Soil pores less than 10 pm in diameter are referred to as micropores. Though
important for retention of water available for plants and providing an aqueous
habitat for microorganisms, the restricted size of micropores can limit interactions
of soil organisms and their access to potential substrates.

While the larger micropores together with the smaller macropores can accom-
modate plant root hairs and microorganisms, pores smaller than ~5 pm in diam-
eter are not habitable by most microorganisms and may even be too small to
permit entrance of their exoenzymes.
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TABLE 2.2 Pore-Size Characteristics across a Textural Range and Their Relation to Soil
Water Potential (% of total soil porosity)

Textural classes

General pore Soil water Equivalent Sandy Loam Clay
categories potential (kPa) diameter (jum) loam loam
Macropores 0 Pores filled
-1 <300 5 3 2
Micropores -10 <30 15 8 2
-100 <3 3 16 10
-1,000 <03 2 9 17
-10,000 =<0.03 1 5 15
Total pore 28 45 58
space (%):

Molecular diffusion dominates the transport of gases in the soil. Diffusion
through the air-filled pores maintains the gaseous exchange between the atmos-
phere and the soil, and diffusion through water films of varying thickness main-
tains the exchange of gases with soil organisms. Diffusion through both pathways
can be described by Fick’s law,

J = -=D dcldx,

where J is the rate of gas diffusion (g cm™ sec™!), D is the diffusion coefficient
(cm? sec™"), c is the gas concentration (g cm™), x is the distance (cm), and dc/dx
is the concentration gradient.

The diffusion coefficient in soil is much smaller than that in air because of the
limited fraction of total pore volume occupied by continuous air-filled pores and
pore tortuosity, soil particles, and water, reducing the cross-sectional area and
increasing the mean path length for diffusion. It is referred to as the effective dif-
fusion coefficient, D,, and is a function of the air-filled porosity. In addition to the
diffusive path in the air phase of the soil, diffusion of gases in water is ~1/10,000
of that in air (Table 2.4). Thus, gaseous diffusion through a 10-pm water film
offers the same resistance as diffusion through al0-cm air-filled pore.

The work of Kubiena in the 1930s contributed significantly to our understand-
ing of the nature of soil solid and pore space at the microscopic scale. Much of this
early work was based on the examination of thin sections (25 pm thick) of intact
blocks of soil. Adaptation of advancements in the acquisition and computer-assisted
analysis of digital imagery during the past quarter century have led to the quanti-
tative spatial analysis of soil components. Thin sections represent only a single slice
of soil so it is practically impossible to extrapolate observations accurately into
three dimensions. Recent developments in microcomputerized X-ray tomography
(CT scanning) allow study of the properties of the soil’s intact three-dimensional
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structure. These systems have resolution capabilities down to 10 pm, which allow
differentiation of solids, and are able to quantify the distribution of organic and
mineral materials. The technology is also able to readily distinguish air-filled and
water-filled pore space. Distinguishing microbes from soil particles with this tech-
nology, however, is still not possible. A CT image of a soil core in three orthogo-
nal planes is shown in Fig. 2.6. Highly attenuating features like iron oxide nodules
appear bright in the imagery, while features with low attenuation capability such
as pore space appear dark.

SOIL SOLUTION CHEMISTRY

An understanding of the chemistry of the soil solution providing an environment
for soil organisms needs to take account of the nature and quantity of its major
components: water, dissolved organic matter and inorganic constituents, and O, and
CO,. The biogeochemistry of the soil solution is mainly determined by acid-base
and redox reactions. Consequently the thermodynamic activities of protons and
electrons in soil solution define the chemical environment that controls microbial
activity. Both can be considered as flowing from regions of high concentration to
regions of low concentration, and soil microbial activity has a profound effect on
regulating this flow.

The most reduced material in the biosphere is the organic matter contained in
living biomass. Organic matter in soils ranges from total dominance, as in peat-
lands, to the minor amounts found in young soils or at depth in the vadose zone.
Soil organisms generate electrons during the metabolic oxidation of organic mat-
ter, and these electrons must be transferred to an electron acceptor, the largest of
which is atmospheric O, in freely drained, aerobic soils. The O, trapped in the soil
or present in the water can be consumed within hours by soil microbes and is
replenished by O, diffusion. If O, diffusion into the soil is impeded, for reasons of
waterlogging, restricted pore sizes due to clay texture or to soil compaction, the
resultant soil becomes practically devoid of O,. When microbial activity uses up
all of the available dissolved O,, the soil solution as a whole changes from aero-
bic (oxic) to anaerobic (anoxic). Microbial activity will then be controlled by the
movement of electrons to alternative electron acceptors.

Development of anaerobic conditions results in a shift in the activity of the soil
microbial populations, with the activity of aerobic and facultative organisms,
which dominate well-drained soils, decreasing and the activity of obligate anaer-
obic and fermentative organisms increasing. This switch in electron acceptors
promotes the reduction of several important elements in soil, including nitrogen,
manganese, iron, and sulfur, in a process known as anaerobic respiration and car-
bon dioxide by methanogenisis.

Redox potential (Ey) measurements provide an indication of the soil aeration sta-
tus. They are a measure of electron availability occurring as a result of electron trans-
fer between oxidized (chemical species that have lost electrons) and reduced
(chemical species that have gained electrons) chemical species. The measurements
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TABLE 2.3 The Most Important Redox Pairs and the Approximate Ey Values at the
Occurrence of Transitions at the Reference Soil pH of 7.0

Approximate Ey at

Oxidized form Reduced form transformations (mV)
Oxygen 0, H,O +600 to +400
Nitrogen NO; N,O, N,, NH} 250
Manganese Mn** Mn?* 225
Iron Fe’" Fe?" +100 to —100
Sulfur SO;~ s> —100 to —200
Carbon CO, CHy Less than —200

are often used to predict the most probable products of biological reactions. For
example, N,O can be produced from nitrification under aerobic conditions and
denitrification under moderately reducing conditions, where the reduction inten-
sity is not strong enough to reduce nitrate completely to N, gas.

The magnitude of Ej; depends on E° and also on the relative activities of the
oxidant and the reductant. These quantities are related by the Nernst equation:

Ey (V) = E°— (0.0591/n) log (reduct)/(oxid) + (0.0591m/n) pH.

The Ej is the electrode potential of the standard hydrogen electrode, E° is the
standard half-cell potential, n is the number of electrons transferred, m is the num-
ber of protons exchanged, reduct is the activity of the reduced species, and oxid is
the activity of the oxidized species.

The major redox reactions occurring in soils and the electrode potentials for
these transformations are shown in Table 2.3. Typically, dissolved O, and NO3
serve as electron acceptors at Ey ~ 350 to 400 mV and above, until their concen-
trations in the soil solution drop to about 0 at 350 mV. Manganese and Fe serve as
electron acceptors starting around 350 mV for Mn and 250 mV for Fe to ~100 mV.
When Fe?" in Fe oxide is reduced, the oxide dissolves and Fe2* goes into solution.
Sulfate reduction occurs from Ey as high as 350 to ~100 mV. Methane production
begins when Ey is close to ~100 mV. Manganese, Fe, and SO3™ reduction processes
occur over a much wider range compared with O, and NO3 reduction and methane
production.

Although the activity of electrons can be described by pE, Ey has the advan-
tage of being a standard measurement for investigations of soil redox potential
both in the laboratory and in the field. Soil £y can be obtained relatively easily
from measurements of the pore water using a platinum (Pt) electrode. It is impor-
tant to ensure that the electrodes are functioning properly and maintain perform-
ance, i.e., cleaned and calibrated before being installed in the soil and checked at
regular intervals to ensure that they not become contaminated by surface reactions
and lose their efficiency or accuracy.
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TABLE 2.4 Temperature Effects on Gaseous Diffusion in (A) Air and (B) Water and (C)
Solubility in Water

Temperature (°C) N, 0, CO, N,O

(A) Gaseous diffusion coefficients in air (cm*/sec)

0 0.148 0.178 0.139 0.179
10 0.157 0.189 0.150 0.190
20 0.170 0.205 0.161 0.206
30 0.180 0.217 0.172 0.218
(B) Gaseous diffusion coefficients in water (X 10™* cm?/sec)

0 0.091 0.110 0.0876 0.111
10 0.130 0.157 0.125 0.158
20 0.175 0.210 0.167 0.211
30 0.228 0.275 0.219 0.276
(C) Solubility coefficients (volume of dissolved gas relative to volume of water, cm®/cm?)

0 0.0235 0.0489 1.713 1.30
10 0.0186 0.0380 1.194 1.01
20 0.0154 0.0310 0.878 0.71
30 0.0134 0.0261 0.665 0.42

Soil Ey can be a difficult parameter to interpret. The Pt electrode measurement
may not reflect changes in some species involved in redox reactions, such as the
partial pressure of O,. The presence of Mn, Fe oxides, and nitrates does not have
the expected quantitative effect on the Pt electrode measurement. Methane, bicar-
bonate, N, gas, nitrate, and sulfate are not electroactive, i.e., they do not readily
take up or give off electrons at the surface of the Pt electrode. Since it is a mea-
surement of potential, the Pt electrode also responds to changes in pH and other
potentials. Often two or more redox reactions occur simultaneously, thus mea-
sured Ey usually reflects a mixed potential.

Nevertheless, platinum-electrode Ey measurements are still useful and can be
interpreted as a semiquantitative assessment of a soil’s redox status. In studies of
paddy soils, for example, Ey; measurements can be used to monitor progressive
development of reducing conditions and can distinguish oxic and anoxic conditions.

Rice fields provide a unique aerobic and anaerobic environment to study the
relationship between soil Ey and greenhouse gas emissions because of controlled
irrigation and drainage practices (Fig. 2.7).

During the flood season the paddy soils are a major source of CHy, but an
important source of N,O when they are drained. Strategies designed to mitigate
CH, emissions from submerged rice fields can adversely affect greenhouse warm-
ing potential by stimulating higher N,O emissions. The different Eyy conditions
required for N,O and CH, formation and the trade-off pattern of their emissions
as found in rice fields make it a challenge to abate the production of one gas with-
out enhancing the production of the other. Figure 2.7 shows the redox window
offering the minimum global warming potential contribution from rice soils.
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FIGURE 2.7 Global warming potential (GWP) contribution of N,O, CH,, and CO, as a func-
tion of soil Ey. All eight soils showed the same pattern of (i) N,O, (ii) CHy, and (iii) CO, dynamics
with soil Ey change from high to low. A logarithmic scale is used to cover a wide range of values.
Global warming potential contributions below 1 mg CO, equivalent kg™' h™! were considered insignif-
icant and not illustrated for clarity (from Kewei and Patrick, 2004.)
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SOIL pH

Acidic protons supplied to the soil from atmospheric and organic sources react
with bases represented by aluminosilicates, carbonates, and other mineralogical
and humic constituents. In a humid climate with excess precipitation, and given
sufficient time, basic cations (Na*, K*, Ca?", Mg?") will be exchanged from
mineral and organic constituents by H" and leached from the surface soil. The
presence of clay minerals such as smectites, which are saturated with basic
cations, retards the progress of acidification, and calcite buffers the soil between
pH 7 and 8 until it is completely dissolved. Continued hydrolysis results in the
formation of a residuum made up of such minerals as kaolinite, gibbsite, and
goethite, together with resistant minerals, of which quartz is common, that are
buffered between pH 3.5 and 5. Semiarid and arid conditions lead to an opposite
trend, a soil solution buffered at an alkaline pH and in the presence of sodium.

Soil pH influences a number of factors affecting microbial activity, like solu-
bility and ionization of inorganic and organic soil solution constituents, and these
will in turn affect soil enzyme activity. There are a large number of both organic
and inorganic acids found in soils; the majority of these acids are relatively weak.
Traditionally soil pH is measured in a soil paste prepared by the addition of a
dilute CaCl, solution with an appropriate electrode. While achieving a pH meas-
urement of the soil is relatively easy, interpretation of its affect on microbial
processes is difficult. This is because concentrations of cations sorbed to the sur-
faces of the negatively charged soil colloids are 10—100 times higher than those of
the soil solution. The pH at the colloid surface will be much more acidic than that
of the measured pH of the bulk soil solution. For soil exoenzymes sorbed to col-
loid surfaces, their apparent pH optimum would be 1-2 pH units higher than if
measured free in solution. An example of this is soil urease activity, which has an
apparent pH optimum of 8.5-9.0 that is about 2 pH units greater than optimal ure-
ase activity measured in solution.

SOIL TEMPERATURE

Many physical, chemical, and biological processes that occur in soil are influ-
enced by temperature. Increasing temperature enhances mineralization of SOM or
decomposition of plant residues by increasing rates of physiological reactions and
by accelerating diffusion of soluble substrates in soil. An increase in temperature
can also induce a shift in the composition of the microbial community. Whereas
rates of molecular diffusion always increase with increasing temperature, solubil-
ity of gases in soil solution do not, and can even decrease, thereby slowing micro-
bial activity (Table 2.4).

The relation between a chemical reaction rate and temperature was first pro-
posed by Arrhenius:

k= A e Ed/RT (2.5)



44 CHAPTER 2 THE SoOIL HABITAT

The constant A is called the frequency factor and is related to the frequency of
molecular collisions, E, is the activation energy or energy required to initiate the
reaction, R is the gas constant R and has a value of 8.314 X 103 kJ mol™' T, e is
the base of the natural logarithm, T is the temperature in degrees Kelvin, and k is
the specific reaction rate constant (time™").

Converting Eq. (2.5) to natural logarithmic form gives

Ink = (E/RT) + In A. (2.6)

By determining the value of k over a moderate range of soil temperatures, the plot
of In k versus 1/T yields the activation energy from the slope of a line and the fre-
quency factor from the intercept. Soil chemical reaction rates increase, often very
sharply, at low temperatures, with increases in temperature due to increased
molecular interactions. It is generally accepted that a temperature coefficient, Q;, of
approximately 2 over the range 15 to 35°C can be used to describe the relationship
between temperature and soil chemical and biochemical processes. That is, a
twofold increase or decrease in reaction rate is associated with a shift of 10°C.

But the relationship between temperature and biologically mediated processes is
more complicated. While it is expected that the rate of enzyme-catalyzed reactions
will increase as temperature increases, at least until some high temperature is reached
that causes enzyme inactivation, the increase is not always a factor of 2. Typically
enzyme-catalyzed reactions tend to be less affected by temperature changes. Studies
have found that a 10°C temperature increase, from 15 to 25°C, can increase soil C
and N mineralization rates by up to threefold. And in addition to increasing the
specific reaction rate constant, the sizes of the organic matter pools undergoing
mineralization are affected by temperature. Thus, the increase in biological activ-
ity at higher temperatures is likely due to shifts in microbial community structure.

Though microbial activity at temperatures <5°C is slower than at warmer tem-
peratures, it is not negligible and is significantly higher than the Q; relationship
developed over the mesophilic range 10 to 20°C would predict. Microbial activity
at soil temperatures lower than 0°C has been recorded. Psychrophilic organisms
are capable of growth at these low temperatures by adjusting upward the osmotic
concentration of their cytoplasmic constituents to permit cell interiors to remain
unfrozen. Mineralization activity during cool periods when plants are dormant or
soils are barren could play a significant role in overwinter losses of soil nutrients,
N in particular.

A generalized temperature response curve for soil microbial activity, assuming
soil moisture and aeration are not limiting, is shown in Fig. 2.8.

Rates of reaction increase quite sharply over the mesophilic temperature range
from 10 to 25°C, suggesting a selection and/or adaptation of soil microorganisms.
Nevertheless different microbial communities are likely active as temperatures
change, and while individual species differ in their optimal temperature response,
this general activity response to temperature is similar for many organisms.

Very few soils maintain a uniform temperature in their upper layers. Variations
may be either seasonal or diurnal. Because of the high specific heat of water, wet
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FIGURE 2.8 Generalized soil microbial activity response curve to soil temperature, assuming
soil moisture and aeration are not limiting.

soils are less subject to large diurnal temperature fluctuations than are dry soils.
Among factors affecting the rate of soil warming, the intensity and reflectance of
solar irradiation are critical. The soil’s aspect (south- versus north-facing slopes),
steepness of slope, degree of shading, and surface cover (vegetation, litter, mulches)
determine effective solar irradiation. Given the importance of soil temperature in
controlling soil processes, models of energy movement into the surface soil pro-
file have been developed. They are based on physical laws of soil heat transport
and thermal diffusivity and include empirical parameters related to the temporal
(seasonal) and sinusoidal variations in the diurnal pattern of near-surface air tem-
peratures. The amplitude of the diurnal soil temperature variation is greatly damp-
ened with profile depth.

SOIL WATER CONTENT

Soil water affects the moisture available to organisms as well as soil aeration
status, the nature and amount of soluble materials, the osmotic pressure, and the
pH of the soil solution. Water acts physically as an agent of transport by mass flow
and as a medium through which reactants diffuse to and from sites of reaction. It
acts chemically as a solvent, as a reactant in important chemical and biological reac-
tions, and as a chemical buffer fixing the activity of water in soil solution at about
1. Of special significance in the soil system and to microbial cells in particular is
the fact that water adsorbs strongly to itself and to surfaces of soil particles by
hydrogen bonding and dipole interactions. The thin layer of adsorbed water
remains unfrozen even at temperatures <0°C.
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Soil water content can be measured on a mass or volume basis. Gravimetric soil
water content is the mass of water in the soil, measured as the mass loss in a soil dried
at 105°C (oven-dry weight) and is expressed per unit mass of oven-dry soil.
Volumetric soil water content is the volume of water per unit volume of soil. Soil
water is also described in terms of its potential free energy, based on the concept of
matric, osmotic, and gravitational forces affecting water potential. Soil water poten-
tial is expressed in units of pascals (Pa) or, more commonly, kilopascals (kPa).
Matric forces are attributed to the adhesive or adsorption forces of water attraction
to surfaces of mineral and organic particles and to cohesive forces or attraction to
itself. Since these forces reduce the free energy status of the water, matric forces
reduce the water potential to values less than 0; that is, matric forces result in neg-
ative water potentials. Solutes dissolved in soil solution also contribute to a reduc-
tion in the free energy of water and give rise to an osmotic potential that too is
negative. Combined, the matric and osmotic forces are responsible for the reten-
tion of water in soils. They act against gravitational forces tending to draw water
downward and out of the soil. Gravitational forces are usually positive.

When the gravitational forces draining water downward are exactly counter-
balanced by the matric and osmotic forces holding onto the water, the soil is said
to be at field capacity or at its water holding capacity. This will occur after irriga-
tion, after a heavy rainfall, or after spring thaw, which leave the soil saturated and
having a soil water potential of 0 kPa. Gravitational forces begin immediately to
drain away water in excess of that which can be retained by matric + osmotic
forces, leaving the soil after 1-2 days at field capacity. By definition the field
capacity for loam and clay loam soils is a soil water potential of —33 kPa, and for
sandy soils —10 kPa.

Water retention or soil water content at a given soil water potential is a function
of the size of pores present in the soil, or pore size distribution. Soils of different
textures have very different water contents even though they have the same water
potential (Table 2.2). An important property of water influencing its behavior in
soil pores is surface tension. Because of the strong cohesive forces, water has a
high surface tension. Based on matric forces and properties of surface tension, the
maximum diameter of pores filled with water at a given soil water potential can be
estimated using the Young—Laplace equation:

Maximum pore diameter retaining water (pm)
= —300/(soil water potential (kPa)). 2.7

Those soil pores greater than about 10 pm diameter drain under the influence of
gravitation forces, given that the soil water potential at field capacity is —33 kPa.

Soil water potential determines the energy that an organism must expend to
obtain water from the soil solution. Generally aerobic microbial activity in soil is
optimal at a soil water potential of about —50 kPa and decreases as the soil either
becomes wetter and saturated, i.e., waterlogged, or dries (Fig. 2.9).

While plants are at their wilting point when the soil water potential reaches
—1500 kPa, relative rates of soil microbial activity can still be quite high.
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FIGURE 2.9 Generalized aerobic microbial activity response to soil water potential, assuming
soil temperature is not limiting.

TABLE 2.5 Ability of Different Organisms to
Tolerate Water Stress (from Paul and Clark, 1996)

kPa Ay Organism

—1500 0.99 Rhizobium, Nitrosomonas
—1000 0.93 Clostridium, Mucor

-2500 0.83 Micrococcus, Penicillium
-6500 0.62 Xeromyces, Saccharomyces

Diffusion of substrates to microorganisms is greatly slowed by drying; however,
the relative humidity in the soil remains high. Rapid changes in soil water poten-
tial associated with rewetting cause microbes to undergo osmotic shock and
induce cell lysis. A flush of activity by the remaining microbes, known as the
Birch effect, results from mineralizing the labile cell constituents.

Different microbial communities are likely to be active over the range of water
potentials commonly found in soils. A decline in microbial activity at low soil
moisture levels can be explained as resulting from limited diffusion of soluble
substrates to microbes or to reduced microbial mobility. Fungi are generally con-
sidered to be more tolerant of lower soil water potentials, i.e., drier soils, than are
bacteria, presumably because soil bacteria are relatively immobile and rely more
on diffusion processes for nutrition. Table 2.5 shows differences in the ability of
different organisms to tolerate water stress. The nitrifiers, for example, typified by
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Nitrosomonas, are less tolerant of stress than are the ammonifiers, typified by
Clostridium and Penicillium. Ammonium may accumulate in a droughty soil
because the nitrifiers do not have access to ammonium generated at water poten-
tials at which the ammonifiers are still active.

ENVIRONMENTAL FACTORS, TEMPERATURE AND
MOISTURE INTERACTIONS

Soil moisture and temperature are the critical climatic factors regulating soil
biological activity. This control is affected by changes in the underlying rates of
enzyme-catalyzed reactions. Where water is nonlimiting, biological activity may
depend primarily on temperature, and standard Arrhenius theory can be used to
predict temperature affects. But as soils dry, moisture is more controlling of bio-
logical processes than is temperature. These two environmental influences do
not affect microbial activity in linear fashion but display complex, nonlinear,
interrelated effects that likely reflect the individual responses of the various micro-
organisms and their associated enzyme systems.

The interaction of temperature, moisture, and organisms is exemplified by the
current discussions about climate change. A hundred years ago, Swedish scientist
Svante Arrhenius asked the important question “Is the mean temperature of the
ground in any way influenced by the presence of the heat-absorbing gases in the
atmosphere?” He went on to become the first person to investigate the effect that
doubling atmospheric carbon dioxide would have on global climate. The globe is
warming because of increased CO, in the atmosphere from man’s burning of past
SOM depositions (fossil fuels) and from management changes such as cultivation
of forested soils as in the Amazon. This in turn is causing the extensive organic
deposits in frozen tundra to thaw. The melting allows the vegetation to change as
the former tundra becomes boreal in nature. In turn, the trees will result in less
light reflection and further increase warming and primary productivity. Will the
generally warmer globe result in less overall organic matter as decomposition is
increased? Theory such as the Arrhenius equation suggests that the more resistant
organic matter compounds with high activation energy should be more decom-
posable at higher temperatures (Davidson and Janssens, 2006). But as always in
soils there are interactions. What is the effect of physical protection by aggre-
gates? Will there be more or fewer soil aggregates in a warmer climate with dif-
ferent vegetation—decomposer interactions, given that aggregates are formed by
microorganisms and roots? Many of the environmental constraints affect decom-
position reactions by altering organic matter (substrate) concentrations at the site
at which all decomposition occurs, that of the enzyme reaction site. We must also
consider decomposition rates at the enzyme affinity level; Michaelis—Menten
models of enzyme kinetics are covered in Chap. 16 and energy yield in Chap. 9.
Changes in microbial community structure (Chap. 8) also will have profound
influences. The goal of this chapter is to provide an environmental boundary of the
soil habitat and a description of its fundamental physical and chemical properties.
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With this as a foundation, later chapters in this volume explore in detail informa-
tion about organisms, their biochemistry, and their interactions.
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INTRODUCTION

Biologically and biochemically mediated processes in soils are fundamental to
terrestrial ecosystem function. Members of all trophic levels in ecosystems depend
on the soil as a source of nutrients and depend on soil organisms to release and
recycle key nutrient elements by decomposing organic residues. These biotic decom-
position processes are studied at three levels of resolution (Sinsabaugh et al.,
2002). At the molecular level, plant fiber structure and enzymatic characteristics
of degradation are investigated. At the organismal level, the focus is on functional
gene analyses, regulation of enzyme expression, and growth kinetics, whereas at

53
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TABLE 3.1 Books and Book Chapters of Methods in Soil Microbiology

Methods in soil microbiology References

Soil microbiology and soil biochemistry Alef and Nannipieri (1995), Schinner et al. (1996),
Levin et al. (1992), Weaver et al. (1994)

Fungi Frankland et al. (1991), Newell and Fallon (1991)

Actinomycetes McCarthy and Williams (1991)

Digital analysis of soil microorganisms Wilkinson and Schut (1998)

Soil enzymes Burns and Dick (2002)

Tracer techniques (1*C, 'C, ''C, N) Schimel (1993), Boutton and Yamasaki (1996),
Coleman and Fry (1991), Knowles and
Blackburn (1993)

Gross nitrogen fluxes (*°N pool dilution) Murphy et al. (2003)

Soil biological processes and soil organisms Robertson et al. (1999)

the community level, research concentrates on metabolism, microbial succession,
and competition between microbial and faunal communities. These three levels
must be integrated to fully understand microbial functions in soils (Sinsabaugh et al.,
2002). The function of soil biota is investigated by a range of methods focusing
either on broad physiological properties (e.g., soil respiration, N-mineralization)
or on specific enzymatic reactions carried out by soil microorganisms (e.g., ammo-
nia monooxygenase of nitrifiers). The activity of approximately 100 enzymes has
been identified in soils (Tabatabai and Dick, 2002). A challenge for the future is to
localize these enzymes in soils and relate their activity to soil processes at higher
levels of resolution.

This chapter focuses primarily on the more important biochemical and physio-
logical methods applied in soil microbiology and soil biochemistry today. Bio-
chemical techniques are used to determine the distribution and diversity of soil
microorganisms, whereas physiological methods are used to understand the phys-
iology of single cells, the activity of soil microbial communities, and biogeochem-
ical cycling at the ecosystem level. Faunal abundance and activity are discussed in
Chap. 7. Table 3.1 provides references for more detailed studies of biochemical
and physiological methods used to study soil microorganisms.

SCALE OF INVESTIGATIONS AND
COLLECTION OF SAMPLES

Before starting any analysis in soil microbiology, it is important to select an
adequate experimental design and sampling strategy. Pico- and nanoscale investi-
gations are used to reveal the structure and chemical composition of organic sub-
stances and microorganisms as well as to investigate the interactions between the
biota and humic substances. These fine-scale approaches can identify organisms,
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TABLE 3.2 Physical, Chemical, and Biological Properties That Help to Interpret Data on
the Function and Abundance of Soil Biota

Physical and chemical soil properties Biological soil properties

Topography Particle size and type Plant cover and productivity

Parent material CO, and O, status Vegetation history

Soil type, soil pH Bulk density Abundance of soil animals

Moisture status Temperature: range and variation Microbial biomass

Water infiltration Rainfall: amount and distribution Organic matter inputs and roots present

unravel their relationships, determine their numbers, and be used to measure the
rates of physiological processes. Such results boost our understanding of chemi-
cal and biological processes and structures at larger scales. Microscale investiga-
tions concentrate either on soil aggregates or on microhabitats characterized by high
turnover of organic materials (e.g., the rhizosphere, drilosphere, and soil-litter
interface). High-activity areas are heterogeneously distributed within the soil
matrix. Hot spots of activity may make up less than 10% of the total soil volume, yet
may represent more than 90% of the total biological activity (Beare et al., 1995).
Up-scaling data from the microscale to the plot or regional scale remains difficult
because spatial distribution patterns are still largely unknown.

Sampling at the plot scale is the most common strategy used for soil chemical
and biological studies. A representative number of soil samples is taken from the
study site and either combined to make a composite sample or treated as individ-
ual, spatially explicit samples. Typically, a series of random samples is taken across
representative areas that are described by uniform soil type, soil texture, and habi-
tat characteristics. Samples of agricultural soils are often taken from specific soil
depths (e.g., 0-20 or 0-30 cm); samples of forest soils are taken from specific soil
horizons (e.g., litter horizon, A horizon). Descriptions of sampling time, fre-
quency, and intensity as well as preparation, archiving, and quality control are
given by Robertson et al. (1999). Soil microbiological data obtained from soil
samples become more informative if supplemented by information on the soil
physical, chemical, and biotic factors (Table 3.2).

Approaches to sampling must take into account spatial distribution of the soil
biota, which depends highly on the organisms studied and the characteristics of
the study area (Table 3.3). When topography and soil chemical and physical prop-
erties are relatively uniform, spatial patterns of soil biota are structured primarily
by plants (plant size, growth form, and spacing). Therefore, simple a priori sam-
pling designs are often inappropriate. A nested spatial sampling design is useful to
explore spatial aggregation among a range of scales. For patch size estimation and
mapping at a particular scale, the spatial sampling design can be optimized using
simulations. To increase the statistical power for hypothesis testing in belowground
field experiments and monitoring programs, exploratory spatial sampling and
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TABLE 3.3 The Relationship of Soil Microbial Properties to Sampling Scale, Taxonomic
Resolution, and Ecosystem*

Distance
Main factors causing sampled (m)
Ecosystem microbial spatial Patch
Property studied pattern size (m) Min Max
Microbial Arable and Land use and C, 250 50 1500
biomass pasture
Arable Topography, C,, and 21 5 1200
moisture
Spruce-birch Tree species patch size 7 2 20
Spruce Tree size and spacing 1.00 0.10 18
FAME profiles® Arable Corn rhizosphere and 0.05-0.97 0.02 80
plant spacing
NH} oxidizers Arable Soil pores, aggregates, 0.004 0.001 0.09

and fine roots

Patch size is estimated by the range parameter of the semivariogram model.
“Adapted from Ettema and Wardle (2002).
YFAME, fatty acid methyl ester profiles characterizing biomass of specific microbial isolates.

geostatistical analysis can be used to design a hot-spot stratified sampling scheme
(Robertson, 1994; Klironomos et al., 1999).

Knowledge of the spatial dependency of soil biota attributes helps to interpret
their ecological meaning at the ecosystem scale. Biochemical processes in the soil
are dynamic, leading to variation in both space and time. Landscape-scale analyses
by geostatistical methods are useful tools for identifying and explaining spatial
relationships between soil biochemical processes and site properties. Further
model improvements, however, should focus on identifying and mapping time—space
patterns using modern approaches such as fuzzy classification and geostatistical
interpolation.

STORAGE AND PRETREATMENT OF SAMPLES

Biological analyses should be performed as soon as possible after soil sam-
pling to minimize the effects of storage on soil microbial communities. Moist soil
can be stored for up to 3 weeks at 4°C when samples cannot be processed imme-
diately. If longer storage periods are necessary, the samples taken to measure most
soil biochemical properties (soil microbial biomass, enzyme activities, etc.) can
be stored at —20°C; the soil is then allowed to thaw at 4°C for about 2 days before
analysis. The soil disturbance associated with sampling may itself trigger changes
in the soil population during the storage interval. Observations on stored samples
may not be representative of the undisturbed field soil. If samples are stored, care
should be taken to ensure that samples do not dry out and that anaerobic conditions



MICROBIAL BIOMASS 57

do not develop. Soil samples are often sieved through a 2-mm mesh screen to remove
stones, roots, and debris prior to analysis. Wet soil samples have to be either sieved
through a 5-mm mesh or gently predried before using the 2-mm mesh sieve.

MICROBIAL BIOMASS

CHLOROFORM FUMIGATION INCUBATION AND
EXTRACTION METHODS

Microbial biomass is measured to give an indication of the response of soil
microbiota to management, environmental change, site disturbance, and soil pol-
lution. Two different approaches are both based on CO, evolution. The chloro-
form fumigation incubation (CFI) method (Jenkinson and Powlson, 1976)
exposes moist soil to ethanol-free chloroform for 24 h to kill the indigenous micro-
organisms. After removal of the fumigant, a flush of mineralized CO, and NH} is
released during a 10-day incubation. This flush is caused by soil microorganisms
that have survived the fumigation (as spores or cysts) and use cell lysates as an
available C and energy source. The released CO, is trapped in an alkaline solution
and is quantified by titration. Alternatively, the CO, that accumulates in the head-
space of the sample containers is measured by gas chromatography. An assay of
nonfumigated soil serves as a control. The amount of microbial biomass C is
calculated as

biomass C = (F¢ — Ufo)/K,

where biomass C is the amount of carbon trapped in the microbial biomass, F is
the CO, produced by the fumigated soil, Ufc is the CO, produced by the nonfu-
migated soil sample, and K is the fraction of the biomass C mineralized to CO,.
The K¢ value is a constant representative of the cell utilization efficiency of the
fumigation procedure. This efficiency is considered to be about 40-45% for many
soils (e.g., a constant of 0.41-0.45). Deviations of this range are found for sub-
surface and tropical soils. The K factor of soil samples can be estimated by measur-
ing the '*CO, release of soil microorganisms isolated from different soils that use
radiolabeled bacterial cells as substrates.

The chloroform fumigation extraction (CFE) method involves the extraction
and quantification of microbial constituents (C, N, S, and P) immediately follow-
ing CHCI; fumigation of the soil (Brookes et al., 1985). The efficiency of soil
microbial biomass extraction has to be taken into account. A K, factor of 0.45 is
recommended for agricultural soils (Joergensen, 1996), and the K, factor of soils
from other environments (subsurface soils, peat soils, etc.) should be experimen-
tally derived. The CFE method can be applied to a wide range of soils. Soils con-
taining large amounts of living roots require a preextraction procedure of roots
because these cells are also affected by the fumigation procedure.
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SUBSTRATE-INDUCED RESPIRATION

The substrate-induced respiration (SIR) method estimates the amount of C held
in living, heterotrophic microorganisms by measuring the initial respiration after
the addition of an available substrate (Anderson and Domsch, 1978). In general, soil
samples are placed into airtight containers and then amended with glucose. Evolved
CO, is followed for several hours (no proliferation of microorganisms should occur
under these conditions). The initial respiratory response is proportional to the amount
of microbial C present in the soil sample. Applying the following conversion factor,
derived from the calibration of substrate-induced respiration to the chloroform fumi-
gation incubation technique, results can be converted to milligrams of biomass C,

y = 40.04x + 0.37,

where y is biomass C (mg 100 g~ ! dry wt soil) and x is the respiration rate (ml CO,
100 g~ ! soil h™1). Respired CO, can be measured by use of an alkali trap followed
by titration or by GC analysis of the headspace gas. The optimum concentration
of glucose leading to the maximal initial release of CO, has to be independently
determined for each soil type and should be applied to that soil to standardize the
SIR method between different soil types. The SIR method using titrimetric meas-
urement of CO, is frequently applied because it is simple, fast, and inexpensive.
A disadvantage of the static systems with alkaline absorption of evolved CO, is
that the O, partial pressure may change, causing overestimations in neutral or alka-
line soils. Nevertheless, most versions of the three methods for estimating micro-
bial biomass (CFI, CFE, and SIR) gave identical ranking from a range of 20 arable
and forest sites in an interlaboratory comparison (Beck et al., 1997).

Using selective antibiotics, the SIR approach can also be used to measure the
relative biomass of fungi and bacteria in the soil microbial community. Glucose-
induced respiration is determined for fungi in the presence of streptomycin, which
inhibits prokaryotes, and for bacteria in the presence of cycloheximide (actid-
ione), which inhibits eukaryotes. An automated infrared gas analyzer system is used
to continuously measure CO, produced, and a computer program is used to cal-
culate the bacterial/fungal respiration based on the following criteria: (1) proof of
no unselective inhibition and (2) proof of no shifts in the biosynthesis rates of bac-
teria and fungi in favor of one group (Baath and Anderson, 2003).

ISOTOPIC COMPOSITION OF MICROBIAL BIOMASS

Determining the isotopic composition of microbial biomass C is a further
important tool for studying soil microbial ecology and the decomposition and
immobilization of soil organic C. The use of the CFI method is restricted to the
isotopes '“C, 13C, and >N, whereas the CFE method can be used with a larger
range of isotopes (i.e., '*C, 13C, >N, 2P, and *S). Recently, '3C studies have
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gained increasing interest due to the improved sensitivity of '*C measurements
and due to its nonradioactive nature (in contrast to '“C studies). Since the tissues
of C; plants (e.g., wheat) and C, plants (e.g., maize) differ in their natural abun-
dance of 13C, these plant materials have a natural label that can be used for decom-
position studies in both microcosm and field studies. '*C/">C determinations are
performed with an offline sample preparation technique combined with isotope
analysis by a dual-inlet IRMS (isotope ratio mass spectrometer) or an online
analysis using an element analyzer connected to an isotope ratio mass spectrome-
ter. A new method is based on the UV-catalyzed liquid oxidation of fumigated and
nonfumigated soil extracts combined with trapping of the released CO, in liquid
N,; §'3CO,—C is subsequently determined with a gas chromatograph connected to
an IRMS (Potthoff et al., 2003). The '3C analysis can also be done using an auto-
mated continuous-flow IRMS.

SIGNATURE MOLECULES AS A MEASURE OF
MICROBIAL BIOMASS AND MICROBIAL
COMMUNITY STRUCTURE

Various cellular constituents can be used to estimate microbial biomass and sub-
divide community members into broad groups. These signature molecules include
adenosine triphosphate (ATP), microbial membrane components, and respiratory
quinones. Each type of molecule differs in its level of resolution. The amount of
ATP extracted from soil gives a measure of the energy charge of all soil biota,
whereas ergosterol, a component of fungal cell walls, is attributed only to the fun-
gal biomass. Signature molecules such as phospholipid fatty acids or respiratory
quinones are used as indicators of the microbial community’s structural diversity.
A prerequisite for the use of biochemical compounds as signature molecules is
that they are unstable outside the cell, because the compound extracted from soil
should represent living organisms only.

ATP AS A MEASURE OF ACTIVE MICROBIAL BIOMASS

All biosynthetic and catabolic reactions within cells require the participation of
ATP. ATP is sensitive to phosphatases and does not persist in soil in a free state. It
should be ideal for determining the amount or activity of life within soil, sediment,
or aquatic systems. The substrate luciferin, an aromatic N- and S-containing mol-
ecule, reacts with ATP and luciferase in the presence of Mg>* to yield an
enzyme-luciferin—adenosine monophosphate intermediate. This, in the presence
of O,, breaks down to produce free adenosine monophosphate, inorganic P, and
light. The light emitted is measured by a photometer or scintillation counter and
plotted against ATP content to form a standard curve. If pure luciferase and
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luciferin rather than firefly tails are used, the light output is extended and constant.
Useful extracting reagents include combinations of anions (phosphate) and cations
that adequately lyse cells, inhibit adsorption of the ATP to soil surfaces, and inhibit
the numerous soil ATPases. Most extraction reagents inhibit the luciferase reac-
tion to some extent; therefore, the solution is diluted as much as possible before
measurement. A mixture consisting of phosphoric acid, urea, dimethyl sulfoxide,
adenosine, EDTA, and polyoxyethylene-10-laryl ether is now often used. Total
adenylates (ATP, ADP, and AMP) can be measured after extraction with dimethyl
sulfoxide and a 0.01 M Na;PO,/0.02 M EDTA buffer by the HPLC (high-performance
liquid chromatography) method. During microbial growth, the C:ATP ratio can
vary from 1000:1 to 40:1. In the resting state, the ATP:C:N:P:S ratios are usually
1:250:40:9:2.6. ATP measures of both biomass and activity are influenced by the
soil P content. This method can be used most successfully to characterize soils
whose microbial population is mainly in the resting state at excess or constant P
levels. As such, it is a rapid and sensitive technique. The measurement of ATP con-
tent relative to AMP and ADP plus ATP, (ATP + 0.5 X ADP)/(AMP + ADP +
ATP), gives a measure of the adenylate energy charge of the soil biota.

MICROBIAL MEMBRANE COMPONENTS AND
FATTY ACIDS

Lipids occur in microbial membranes and as storage products. More than 1000
different individual lipids have been identified. Lipids can be extracted from the soil
biota with a one-phase chloroform methane extraction. Separation of the extracted
lipids on silicic acid columns yields neutral lipids, glycolipids, and polar lipids.
The neutral lipids can be further separated by HPLC, derivatization, and gas chro-
matography to yield quinones, sterols, and triglycerides. Glycolipids, on hydrolysis
and derivatization followed by gas chromatography, yield poly-3-hydroxybutyrate.
The mixture of polymers can be analyzed to determine the nutritional status of
bacteria such as those associated with plant roots. Polar lipids are separated by
hydrolysis, derivatization, and gas chromatography to yield phospholipid phos-
phate, phospholipid glycerol, phospholipid fatty acids, and ether lipids (Table 3.4).
Concentration of lipids in soil apart from those of microorganisms is low; the amount
in organisms from different taxa is quite variable. It is thus difficult to relate the
quantities extracted to biomass. Saponification and esterification after extraction
followed by gas chromatography or HPLC produce a broad spectrum of the free
plus bound cell fatty acids. This is known as fatty acid methyl esters and is useful
in general community diversity analyses.

Phospholipids are found in the membranes of all living cells, but not in storage
products, and are rapidly turned over upon cell death. They are therefore excellent
signature molecules. The phospholipid fatty acid (PLFA) technique has been used to
elucidate different strategies employed by microorganisms to adapt to changed envi-
ronmental conditions under a range of soil types, management practices, climatic
origins, and perturbations. PLFAs are extracted in single-phase solvent extractions
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TABLE 3.4 Representative Fatty Acids Found in Microorganisms®”

Fatty acid Example Designation ~ Name
Saturated CHj;(CH,),COOH 16:0 Palmitate
Monounsaturated CH;3(CH,)sCH = CH(CH,);COOH 16:1w7 Palmitoleate
Polyunsaturated ~ CH3(CH,)sCH = CHCH,CH = CH(CH,)sCOOH 18:2w7 Linoleate
Iso CH;-C(CH,),,COOH i16:0 —
|
CH;
Anteiso CH;3CH,CH(CH,);;COOH al6:0 —
|
CHj;

“Fatty acids are described as follows. The number of carbons in the chain is followed by a colon,
then by the number of unsaturations. w precedes the number of C atoms between the terminal double
bond and the methyl end of the molecule. c, cis (most common form, omitted in most cases); t, trans;
i, iso methyl branching (second C from the methyl end); a, anteiso methyl branching (third C from
the methyl end); Me, follows position of methyl branching; cy, cyclopropane ring.

>Adapted from Vestal and White (1989).

and can be analyzed by: (1) colorimetric analysis of the phosphate after hydrolysis,
(2) colorimetric analysis or gas chromatography (GC) after esterification, (3) capil-
lary GC, and (4) GC—mass spectrometry or triple-quadruple mass spectrometry.
The mass profile on mass spectrometry yields information on phospholipid classes
present and on their relative intensities. Fragmentation spectra can provide the
empirical formulas. The phosphatidic mass profiles can be compared by construct-
ing a dendrogram to determine similarity indices of phospholipids from isolated
organisms. The type of phospholipid fatty acid group also supplies information;
bacteria contain odd-chain methyl-branched and cyclopropane fatty acids.

The odd-number and branched-chain fatty acids are produced by gram-positive
(G") bacteria, whereas the even-number, straight-chain and cyclopropyl fatty
acids tend to be derived from G~ bacteria (Table 3.5). The straight-chain fatty acids,
although of limited taxonomic value, can be used as indicators of microbial biomass.
Unsaturation is associated with anaerobiosis, e.g., 18:1; 11C is found in anaerobic
bacteria as well as in most G~ aerobes. The fatty acids 18:2w6 account for 43% of
the total fatty acids of 47 species of soil fungi. The fatty acids of arbuscular mycor-
rhizal fungi (AMF) offer special opportunities for identification and quantifica-
tion; 16:1w5 is found in the AMF genus Glomus and 20:1w9 in the Gigaspora
species. These fatty acids make it possible to differentiate non-AMF and provide
an infection index for plant roots. '*C and '3C labeling and measurement of the
tracer in fatty acids such as those in the AMF allow in situ determinations of
turnover rates of the mycorrhizal symbionts by GC/MS. The ratios of cyclopropyl/
monoenoic precursors and total saturated/total monounsaturated fatty acids are
applied as indicators of microbial stress in soils (Fierer ef al., 2003). Recently, the
fatty acid composition of soil animals was also used as indicator of animal diets in
belowground systems (Ruess et al., 2004).
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TABLE 3.5 Marker Fatty Acids in the Phospholipid Fraction of Several Groups of Organisms

Fatty acid Organisms

16:1w9, 15:0, 115:0 Eubacteria in general, cyanobacteria, actinomycetes
Cyl5:1 Clostridia

16:0, 18:3w3 Fungi

i16:0 Gram-positive bacteria

16:1w5 Cyanobacteria, AM fungi (e.g., Glomus)

16:1w7, 16:1W7t Eubacterial aerobes

16:1w13t Green algae

cyl17:0, cy19:0 Eubacterial anaerobes, gram-negative bacteria
17:1w6, i17:1w7 Sulfate-reducing eubacteria, actinomycetes

18:1w7 Eubacterial aerobes, gram-negative bacteria

18:1w9 Fungi, green algae, higher plants, gram-positive bacteria
18:1wll1, 26:0 Higher plants

18:2w6 Eukaryotes, cyanobacteria, fungi

18:3w3, 18:3w6 Fungi, green algae, higher plants

20:1w9 AM fungi (e.g., Gigasporea rosea)

20:3w6, 20:4w6 Protozoa

20:5, 22:6 Barophyllica, psychrophilic eubacteria

While PLFA profiling is a well-established method in soil ecology, phospho-
lipid ether lipid (PLEL) analyses for the characterization of Archaea is a rather
new approach (Gattinger et al., 2003). PLEL-derived isoprenoid side chains are
measured by GC/MS and provide a broad picture of the archaeal community in
a mixed soil extract, because lipids identified in isolates belonging to the
Subkingdom Eury- and Crenarchaeota are covered. Monomethyl-branched alka-
nes dominate and account for 43% of the total identified ether-linked hydrocar-
bons, followed by straight-chain (unbranched) and isoprenoid hydrocarbons,
which account for 34.6 and 15.5%, respectively.

RESPIRATORY QUINONES AS A MEASURE OF
STRUCTURAL DIVERSITY

The quinone profile, which is represented as a molar fraction of each quinone
type in a soil, is a simple and useful tool to analyze population dynamics in soils;
the total amount of quinones can be used as an indicator of microbial biomass (Fujie
et al., 1998). Quinones are essential components in the electron transport systems
of most organisms and are present in the membranes of mitochondria and chloro-
plasts. Isoprenoid quinones are chemically composed of benzoquinone (or naph-
thoquinone) and an isoprenoid side chain (Fig. 3.1). There are two major groups
of quinones in soils: ubiquinones (1-methyl-2-isoprenyl-3,4-dimethoxypara-
benzoquinone) and menaquinones (1-isoprenyl-2-methylnaphthoquinone). The
nomenclature of bacterial quinones is as follows: the abbreviation for the type of
quinone (ubiquinone, Q; menaquinone, MK) followed by a dash and the num-
ber of isoprene units in its side chain and the number of hydrogen atoms in the
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FIGURE 3.1 Representative isoprenoid quinones observed in microorganisms (with permission

from Katayama and Fujie, 2000).

hydrogenation of double bonds in the side chain (in parentheses). For example,
UQ-10 stands for a ubiquinone with 10 isoprene units in its side chain and MK-
8(H2) represents menaquinone with 8 isoprenoid units, of which one double bond
is hydrogenated with 2 atoms of hydrogen. Most microorganisms contain only
one type of quinone as their major quinone, which remains unchanged by physio-
logical conditions. The half-lives of those quinones released by dead soil microor-
ganisms are very short (in the range of several days). The diversity of quinone
molecules can be interpreted directly as an indicator of microbial diversity. About
15-25 types of quinones are detected in most soils. The distribution of the most
important marker quinones within several groups of organisms is given in Table 3.6.
Many G~ bacteria contain Q-8, Q-9, and Q-10. G~ bacteria containing Q-8 are
mostly classified in the 3 subgroup of the proteobacteria and some in the ~ sub-
group. G~ bacteria in the Cytophaga—Flavobacterium complex contain MK-6 and
MK-7. G bacteria contain only menaquinones. The high mole ratios of mena-
quinones to ubiquinones in soils support earlier results using culturing and isola-
tion techniques that showed that G* bacteria dominate in soil. As G* bacteria have
a wide variety of menaquinones, the sensitivity of quinone profiles to changes in
the microbial community — especially with respect to G* bacteria in soil — is
higher than the sensitivity of PLFA profiles, which detect G* bacteria based on the
presence of only one signature compound (branched ester-linked fatty acids).

ERGOSTEROL AS A MEASURE OF FUNGAL BIOMASS

This predominant sterol of most fungi does not occur in plants and has been
used to measure invasions of pathogenic fungi into plants. The ergosterol content



64 CHAPTER 3 PHYSIOLOGICAL AND BIOCHEMICAL METHODS

TABLE 3.6 Marker Quinones of Several Groups of Organisms*

Quinone Organisms

Ubiquinones

Q-8 Gram-negative bacteria, mainly 3-proteobacteria (Acinetobacter,
Alicaligenes, Enterobacteriaceae)

Q-9 Gram-negative bacteria, mainly ~-proteobacteria, fungi

Q-10 Gram-negative bacteria

Q-10(H2) Fungi

Q-10(H4) Fungi (Penicillium)

Menaquinones

MK-6 Gram-negative bacteria (Cytophaga—Flavobacterium),
- and e-proteobacteria

MK-7 Gram-positive (low G + C contents, Bacillus) and gram-negative
bacteria (Cytophaga—Flavobacterium)

MK-8 Gram-negative bacteria (Proteus, Enterobacter)

MK-10(H6), MK-10(H8)  Gram-positive bacteria, Streptomycineae, Micromonosporinae
in the Class of Actinobacteria
MK-10, MK-11, MK-12 Gram-positive bacteria (Agrococcus, Aureobacterium, Microbacterium)

“Adapted from Fujie et al. (1998), Katayama and Fujie (2000), and Hu et al. (2001).

of soils indicates the extent of fungal membranes as well as fungal and ecto-
mycorrhizal biomass. Ergosterol is extracted by methanol and detected using high-
performance liquid chromatography with a UV detector. Since chromatographic
coelution might be a problem, reversed-phase liquid chromatography with
positive-ion atmospheric pressure chemical ionization tandem mass spectrometry
can be used for full quantification and confirmation of ergosterol (Verma et al.,
2002). The ergosterol content varies from 0.75 to 12.9 ug g~ ! soil in arable, grass-
land, and forest soils. These values correspond to 5 to 31 mg ergosterol g~ ! fungal
dry weight depending on species and growth conditions. The ratio of ergosterol to
microbial biomass C is used as an index for fungal biomass to the total soil micro-
bial biomass. Shifts in microbial community structure due to soil contamination
or changes in vegetation can be detected using the ergosterol to microbial biomass
C ratio. In addition, the content of coprostanol, which is a sterol present after
sewage sludge disposal and contamination by municipal wastes, is a useful marker
of human fecal matter contamination of soils.

LIPOPOLYSACCHARIDES, GLYCOPROTEINS, AND
CELL WALLS

The outer cell membrane of G~ bacteria contains unique lipopolysaccharide
polymers that can be used as biomarkers. The peptidoglycan of bacterial cell walls
contains N-acetylmuramic acid and diaminopimelic acid. Chitin, a polymer of N-
acetylglucosamine, is found in many fungi. This compound is also present in the
exoskeleton of invertebrates. The usefulness of chitin assays is limited by the need
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for acid hydrolysis prior to analysis, the variability in the amount present, the
presence of chitin in a wide variety of other organisms, and its accumulation in
nonbiological soil components.

Arbuscular mycorrhizal fungi contain a recalcitrant AMF-specific glycoprotein,
glomalin, in their cell walls, which can be quantified operationally in soils as glo-
malin-related soil protein (Driver et al., 2005). An indirect immunofluorescence
assay is described by Wright (2000) to detect glomalin on AMF hyphae attached
to roots, in roots, on hyphae, and on the surfaces of soil aggregates. Since gloma-
lin is a recalcitrant compound, this glycoprotein cannot be used as a signature
molecule for living AMF.

GROWTH RATES FROM SIGNATURE MOLECULES

Growth and turnover rates can be determined by incorporating tracer isotopes
of C into precursors of cytoplasmic constituents, membranes, or cell wall compo-
nents. The increase in the tracer over short periods yields estimates of growth. For
example, a technique to estimate relative fungal growth rates was based on the
addition of ['*C]Jacetate to a soil slurry and measurement of the subsequent uptake
and incorporation of the labeled acetate into the fungus-specific sterol, ergosterol
(Newell and Fallon, 1991). The specificity of this incorporation was shown by
using fungal and bacterial inhibitors. Incorporation rates were linear up to 18 h
after the acetate was added, but absolute growth rates could not be calculated due
to the uncertainty of conversion factors and problems associated with saturation of
the incorporation of the added acetate. Similar techniques have also been devel-
oped for C isotopes in microbial lipids. Fatty acids may also be used in combination
with their role as biomarkers to monitor the C flux in a bacterial community by
measuring the ratios of their C isotopes. Before fatty acids can be used as chemo-
taxonomic markers and as indicators of substrate use in microbial communities,
calibration studies on the degree and strain specificity of isotopic '*C fractionation
with regard to the growth substrate are necessary.

PHYSIOLOGICAL ANALYSES

A wide array of physiologically based soil processes are known, e.g., decom-
position, ammonification, nitrification, denitrification, N, fixation, P mineralization,
and S transformations. These processes are described in detail in later chapters.
Here I cover primarily culture-based studies, techniques to measure respiration,
N-mineralization, and enzyme measurements.

CULTURE-BASED STUDIES

Culturing a soil organism involves transferring its propagules to a nutrient
medium conducive to its growth. Culture-based techniques allow specific soil
microorganisms to be isolated from a wide range of soils. Culturing techniques
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are selective and designed to detect microorganisms with particular growth forms
or biochemical capabilities. Bacterial cells from surfaces of soil particles and
aggregates are liberated in sterile water, Windogradsky’s solution, or physiological
saline (0.85% NaCl). After extraction soil suspensions are diluted to an appropriate
concentration. The degree of dilution required is related to the initial number of
organisms (or propagules) in the soil. Serial dilutions, usually 1:10, stepwise, are
made, beginning with a known weight of wet soil. Aggregates are broken by brief
mixing in a Waring blender, often in the presence of a dispersing agent such as
NayP,05, prior to performing serial dilutions. Replicate 0.1-ml portions of appro-
priate suspensions are transferred to solid or liquid medium in which individual
propagules develop into visible growth. After appropriate incubation, single colonies
on solid media are counted, and each colony is equated with a single propagule in
the soil suspension (colony-forming unit).

The plate count of bacteria in soil, water, and sediment usually represents 1 to
5% of the number determined by direct microscopy, leading to many discussions
concerning viable but nonculturable bacteria in nature (Kjelleberg, 1993) and the
usefulness of this method for quantitative soil microbiology. Plate count methods
are not suitable for enumerating fungal populations or densities because both indi-
vidual spores and fragments of hyphae develop into colonies that are counted.
Due to these strong limitations, many researchers doubt whether plate counts can
be used for quantification of soil microbiota.

Population densities of various groups of bacteria can be estimated by the most
probable number (MPN) technique. This method uses a liquid medium to support
growth of soil microorganisms. The resulting dilution count is based on determining
the highest soil dilution that will still provide visible growth in a suitable medium.
An actual count of single cells or colonies is not necessary. Inoculating replicate
tubes (10 usually, 5 minimum) from each of three successive serial dilutions at the
estimated extinction boundary for growth enables resultant visual growth to be con-
verted to numbers within statistical limits of reliability (Gerhardt et al., 1994). Com-
puter software has been developed to determine MPN and related confidence limits
as well as to correct for biases (Klee, 1993). MPN methodology is useful because it
allows a bacterial population to be estimated based on process-related attributes
such as nitrification by Nitrosomonas and Nitrobacter spp., denitrification by deni-
trifiers, or nitrogen fixation by free-living aerobic and microaerophilic N,-fixing
bacteria. The MPN technique requires an appropriate choice of growth medium and
accurate serial dilutions to obtain quantitative data. In general, the results are usually
less precise than those obtained with direct plating methods and suffer from similar
biases due to the ability of cells to grow in artificial media.

ISOLATION AND CHARACTERIZATION OF
SPECIFIC ORGANISMS

Specific, culturable organisms are usually isolated from soil by using liquid or
solid substrates. These can involve very general substrates from which individual
colonies are picked for further characterization. Also useful are media containing
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inhibitors such as chloramphenicol, tetracycline, and streptomycin, which inhibit
protein synthesis by binding to the 50S ribosomal subunit, or nalidixic acid, which
inhibits DNA synthesis of G~ bacteria. Specific growth conditions include high or
low pH, aerobic or anaerobic, or high salinity. Plants are used to identify and enrich
specific soil populations. Growing compatible legumes in test soils makes it pos-
sible to isolate and identify rhizobia from root nodules. Root or leaf pathogens and
mycorrhizal fungi are often similarly enriched and identified. Isolations can be
performed without growth media by microscopic examination combined with
micromanipulators or optical laser tweezers, which can separate single cells,
spores, or hyphal fragments.

Genetic markers that are incorporated into isolated organisms before soil
reinoculation include antibiotic resistance, the lux operon for light emission, and
genes that code for specific enzyme activities. Resistance to most currently used
antibiotics is usually carried on a plasmid (see Chap. 5). The use of an appropri-
ate vector makes it possible to transfer a plasmid containing an antibiotic resistance
gene to soil isolates. These isolates can then be reintroduced into soil and recovered
by placing soil dilutions on the appropriate medium containing that antibiotic. Only
organisms carrying the antibiotic resistance gene(s) will be capable of growth.

Automated, multisubstrate approaches have been used as metabolic fingerprint-
ing system. For example, the Biolog system makes it possible to test growth reac-
tions of many isolates on a broad range of sole C substrate and to analyze the
community level respiratory response of culturable organisms in a soil sample. This,
combined with the use of a broad range of known organisms and mathematical clus-
tering techniques, allows researchers to characterize unknown organisms by sorting
them into affinity types occurring in a particular habitat. Because of their generally
oxidative and mycelial nature, it is not possible to characterize fungi using substrate-
utilizing clustering analyses. A community-level physiological approach is based
on soil dilutions into microtiter plates in which redoxdyes are added to multiple,
single C substrates. This approach bypasses the need to work with isolated cultur-
able organisms but still requires growth (reduction) on the appropriate substrate.
Multiple substrate fingerprinting has limitations (like measuring an enzyme activity
of a growing microbial population or the selectivity of the microbial response) and
is controversial in soil microbiology.

SOIL ORGANIC MATTER DECOMPOSITION
AND RESPIRATION

Heterotrophic microbial communities oxidize naturally occurring organic mate-
rial such as carbohydrates according to the generalized equation

CH,0O + 0, — CO, + H,O + intermediates + cellular material + energy.

Under anaerobic conditions, the most common heterotrophic metabolic pathway
is that of fermentation, which in its simplest form is described as

C¢H{,04 — 2 CH;CH,OH + 2 CO, + intermediates
+ cellular material + energy.
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Measuring microbial activity is complex under anaerobic conditions. Fermen-
tation products and CH, produced within anaerobic microsites can diffuse to aer-
obic areas, where oxidation to CO, and H,O can occur. Microbial respiration is
determined by measuring either the release of CO, or the uptake of O,. Because
the atmospheric CO, concentration is only 0.036%, versus 20% for O,, measure-
ments of CO, production are more sensitive than those for O,. One method of CO,
measurement involves aeration trains; here, NaOH is used to trap evolved CO,
in an airstream from which CO, is removed before the air is exposed to the soil
sample. The reaction occurs as follows:

2 NaOH + C02 — N3.2CO3 + HQO

Before titration, BaCl, or SrCl, is added to precipitate the CO5>~ as BaCO; or
SrCO;, and excess NaOH is backtitrated with acid. The use of carbonic anhydrase
and a double endpoint titration provides greater accuracy when CO, concentra-
tions are low. In the laboratory, NaOH containers placed in sealed jars are con-
venient and effective for CO, absorption. The jar must be opened at intervals so
that the O, concentration does not drop below 10%. After incubation, the NaOH
trap is titrated as described above or the electric conductivity of the alkali trap is
measured to calculate CO, evolved. Gas chromatography can also be used to measure
soil respiration by placing soil samples in airtight, sealed containers and periodically
sampling the headspace gas to measure CO, evolved. A gas chromatograph, with
a thermal conductivity detector, is used to measure the CO, concentration after CO,
is separated from other constituents on column materials such as Poropak Q.
Computer-operated valves in conjunction with GC allow time-sequence studies to
be conducted automatically. Infrared gas analyzers are sensitive to CO, and can be
used for both static and flow systems in the laboratory and in the field after H,O,
which adsorbs in the same general wavelength, has been removed. The results are
expressed either per unit of soil dry weight (ug CO,—C g~ ! soil h™!) or per unit of
microbial biomass (mg CO,—C g~ C,;ch™!). The ratio of respiration to microbial
biomass is termed the metabolic quotient (gCO,) and is in the range of 0.5-3 mg
CO,—C g ' C,,ch ™. The metabolic quotient is particularly useful in differentiating
the response of soil biota to sustainable soil management practices. For example,
stress, heavy metal pollution, and nutrient deficiency increase gCO, because
microbial biomass decreases and respiration increases.

The measurement of CO, can also be augmented by incorporating '“C or 13C
into chosen substrates. The tracer may be known molecules such as glucose, cel-
lulose, amino acids, or herbicides or complex materials such as microbial cells or
plant residues. The CO, respired is trapped in alkali as described above. The
measurement of '“CO, or 13CO, allows the calculation of the decomposition rate
of soil organic matter as well as establishing a balance of the C used in growth rel-
ative to substrate decomposition and microbial by-products. A mass spectrometer
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capable of directly analyzing a gaseous sample for '3CO, is preferable to the pre-
cipitation procedure.

Field studies can be performed by placing an airtight chamber on the soil surface
to measure CO, in situ. This procedure does not alter the soil structure and, therefore,
field respiration rates of the indigenous microbial population are more reliably
measured. Gas samples are taken from the field chamber using a gastight syringe and
then injected into a gas chromatograph or infrared analyzer. Measurement of N,O
and CH, from the same samples is possible. Recently, a new sampling technique was
developed to monitor trace gases (CO,, CHy, and N,O) below the soil surface at
well-defined depths (Kammann et al., 2001). Probes are constructed from silicone
tubing closed with silicone septa on both ends, thereby separating an inner air space
from the outer soil atmosphere without direct contact (Fig. 3.2). Gas exchange
between the inner and the outer atmosphere takes place by diffusion through the
walls of the silicone tube. The advantage of this method is that the silicone probe
enables trace gas sampling in wet and waterlogged soils. In general, respiration
measurements in the field show much higher analytical variability than those in
the laboratory. This is due to higher spatial variability of chemical and physical
soil properties and to more variable environmental conditions. Since both soil
microorganisms and plant roots contribute to the overall CO, production in fields,
CO, release in the field has been viewed as a measure of the gross soil metabolic
activity.

The net ecosystem exchange (NEE) rate of CO, represents the balance of gross
primary productivity and respiration in an ecosystem. The eddy covariance tech-
nique is used to measure the NEE. The covariance between fluctuations in vertical
wind velocity and CO, mixing ratio across the interface between the atmosphere
and a plant canopy is measured at a flux tower (Baldocchi, 2003). Although flux
tower data represent point measurements with a footprint of typically 1 X 1km they
can be used to validate models and to spatialize biospheric fluxes at the regional scale
(Papale and Valentini, 2003).

Soil organic matter decomposition in the field can be examined by following
the decay process (i.e., weight loss) of added litter. Site-specific litter or standard
litter (e.g., wheat straw) is placed in nylon mesh bags, which are placed on or just
below the soil surface. Organic matter decomposition can also be followed easily
by using a minicontainer-system (Fig. 3.3). The system consists of polyvinylchlo-
ride bars as carriers and minicontainers enclosing the straw material, which can be
exposed horizontally or vertically in topsoils as well as on the soil surface. The
minicontainers are filled with 150 to 300 mg of organic substrate and closed by
nylon mesh of variable sizes (20 pm, 250 pm, 500 pm, or 2mm) to exclude or
include the faunal contribution to organic matter decomposition. After an expo-
sure time of several weeks to months, organic matter decomposition is calculated
based on the weight loss of the oven-dried material, taking into consideration the
ash content of the substrate. An analysis of the time series allows the dynamics of
decomposition processes to be investigated.
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FIGURE 3.2 (A) Sampling technique to monitor concentrations of CHy, NO,, and CO, in air at
well-defined depths using a silicone soil air probe fitted with one stainless steel tube connection. The
flat silicone coil is fixed with wire mesh (not shown) to maintain the flat “snail” form. The silicone sep-
tum used for the steel tube connection has flexible side walls that can be rolled up and pulled over the
silicone tubing to ensure better fixing. (B) Insertion of silicone probe into the soil. After a hole of ade-
quate size is dug (1), the silicone probe is inserted into the hole. After insertion the pit is filled with pre-
viously removed soil. Silicone probes can be installed at different soil depths and can also be used in
wet or even waterlogged soils (with permission from Kammann ez al., 2001).
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FIGURE 3.3 The decomposition of organic substrates can be estimated by exposing minicon-
tainers filled with site-specific or standard material (e.g., maize straw) for a certain period of time (from
weeks to several months) (with permission from Eisenbeis et al., 1999). (A) Minicontainer can be
exposed in the top layers of agricultural soils (Ap, ploughed A horizon) and forest soils for several
weeks up to years. Vertical insertion of the bars will give information about gradients of decomposition
within a soil profile; horizontal exposure of the bars helps to explain spatial variation of decomposition
within one horizon. (B) Polyvinylchloride bars are used as carriers for 6 or 12 minicontainers that can
be removed from the bar by a rod after exposure (C). (D) A minicontainer in side view, of which the left
end is closed with a gauze disc that is fixed with a ring. The mesh size of the gauze will allow or inhibit
the colonization of organic substrates by mesofauna (20pm, 250pm, 500pm, or 2mm). (E)
Minicontainers can be filled with organic material of different quality (straw, litter, cellulose, etc.).
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NITROGEN MINERALIZATION

Nitrogen mineralization is estimated in field or laboratory experiments as the
release of inorganic N from organic residues of soil organic matter. Alternatively,
specific steps of the N mineralization can be estimated (e.g., arginine deaminase,
urease, ammonia monooxygenase). Nitrogen availability is measured using aero-
bic and anaerobic incubation tests as well as soil inorganic N measurements. The
recommended methods differ in incubation time and temperature, moisture con-
tent, and extraction of ammonium and nitrate. Frequently, soils are incubated
under aerobic conditions and analyzed for ammonium, nitrite, and nitrate before
and after incubation. Since ammonium is partly immobilized into the microbial
biomass during incubation, these incubation methods yield the net production of
ammonium and nitrate. Isotope pool dilution techniques enable gross rates of
nitrification (or mineralization) to be determined by monitoring the decline in the
5N abundance in a nitrate or ammonium pool, labeled at r = 0, and receiving
unlabeled nitrogen via nitrification or mineralization, respectively (Murphy et al.,
2003). Labeled N can be applied as '"’NH] solution or injected as '"NH; gas into
soil. The use of >N pool dilution and enrichment can also be used to separate the
heterotrophic and autotrophic pathways of nitrification. An isotopic dilution
experiment using '*NH, ' NOj yielded rates of nitrification by the combined auto-
trophic and heterotrophic paths. A parallel isotope dilution experiment with
1SNH,'"NOj; provided the gross mineralization rate and the size and '>N abundance
of the nitrate pool at different time intervals. Spatial variability of the tracer addition
and extraction must be taken into account in interpreting such data.

ACTIVITIES AND LOCATIONS OF ENZYMES

Enzymes are specialized proteins that combine with a specific substrate and act
to catalyze a biochemical reaction. In soils, enzyme activities are essential for
energy transformation and nutrient cycling. The enzymes commonly extracted
from soil, and their range of activities, are given in Table 3.7. Some enzymes (e.g.,
urease) are constitutive and routinely produced by cells; others such as cellulase
are adaptive or induced, being formed only in the presence of a compatible sub-
strate or some other initiator or in the absence of an inhibitor. Dehydrogenases are
often measured because they are found only in living systems. Enzymes associ-
ated with proliferating cells occur in the cytoplasm, the periplasm, and the cell
membrane. Figure 3.4 shows that soil enzymes are not only associated with prolif-
erating cells but also associated, as extracellular enzymes, with humic colloids
and clay minerals.

Standardized methods for a broad range of enzymes are described by Tabatabai
(1994), Alef and Nannipieri (1995), and Schinner et al. (1996). A general intro-
duction to enzymes in the environment and their activity, ecology, and applica-
tions is given by Burns and Dick (2002). This section will focus primarily on
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TABLE 3.7 Some Enzymes Extracted from Soils, the Reactions They Catalyze, and Their

Ranges of Activity”

Enzyme

Reaction

Range of activity

Cellulase

B-Fructofuranosidase
(invertase)

3-Glucosidase

Proteinase

Urease

Alkaline phosphatase

Acid phosphatase

Arylsulfatase

Catalase

Endohydrolysis of 1,4-3-glucosidic
linkages in cellulose, lichenin, and
cereal 3-glucose

Hydrolysis of terminal nonreducing
3-D-fructofuranoside residues in
B-fructofuranosides

Hydrolysis of terminal, nonreducing
3-D-glucose residues with release
of 3-D-glucose

Hydrolysis of proteins to peptides
and amino acids

Hydrolysis of urea to CO, and NH}

Orthophosphoric monoester +
H,0 — an alcohol +
orthophosphate

Orthophosphoric monoester +
H,0 — an alcohol +
orthophosphate

A phenol sulfate + H,0 —

a phenol + sulfate

2 H,0, — 0, + 2H,0

0.4-80.0 uM glucose g ™' 24 h™!

0.61-130 pM glucose g~' h™!

0.09-405 pM p-nitrophenol g~! h™!

0.5-2.7 M tyrosine g ' h™!

0.14-14.3 M N-NH; g 'h™!
6.76-27.3 uM p-nitrophenol g h™!

0.05-86.3 pM p-nitrophenol g~' h™!

0.01-42.5 pM p-nitrophenol g™ h™!

61.2-73.9 M O, ¢! 24 ™!

“Adapted from Tabatabai and Fung (1992) and Nannipieri et al. (2002).

colorimetric and fluorimetric techniques to measure enzyme activities in soils and
on some approaches to visualize the location of soil enzymes. Since many of the
enzymes that are frequently measured can be intracellular, extracellular, bound,
and/or stabilized within their microhabitat, assay results must be interpreted with
caution. Therefore, most assays determine enzymatic potential and not necessar-
ily the activity of proliferating microorganisms.

SPECTROPHOTOMETRIC METHODS

Many substrates and products of enzymatic reactions absorb light either in the
visible or in the ultraviolet region of the spectrum or can be measured by a simple
color reaction. Due to their higher sensitivity, methods based on the analysis of the
released product are more frequently used than methods based on the analysis of
substrate depletion. Analyzing enzyme activities involves incubating soils with
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FIGURE 3.4 Locations of enzymes (from Burns, 1982, adapted by Klose, 2003). (i) Intracellular enzymes. (ii) Periplasmatic
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the respective substrate at specific temperature, pH, and time; subsequently
extracting the product; and then colorimetrically determining its concentration.

Dehydrogenases, which are intracellular enzymes catalyzing oxidation-reduction
reactions, can be detected using a water-soluble, almost colorless tetrazolium salt,
which forms a reddish formazan product after an incubation period of several
hours. A commonly used tetrazolium salt is 2-(p-iodophenyl)-3-(p-nitrophenyl)-
5-phenyltetrazolium chloride (INT), which is transformed into an intensely col-
ored, water-insoluble formazan (INT-formazan). The production of INT-formazan
can be detected spectrophotometrically by quantifying total INT-formazan produc-
tion. Another enzyme assay system used to reflect general or total microbial activ-
ity in soil samples is based on the hydrolysis of fluorescein diacetate. Fluorescein
diacetate is hydrolyzed by a wide variety of enzymes including esterases, pro-
teases, and lipases.

Enzymes involved in C cycling (xylanase, cellulase, invertase, and trehalase)
are measured based on the release of sugars after incubating soils with a buffered
solution (pH 5.5) containing their corresponding substrates (xylan, carboxymethyl-
cellulose, sucrose, or trehalose). The incubation period depends on the substrate
used: high-molecular-weight substrates are incubated for 24 h, whereas low-
molecular-weight substrates are incubated for only 1 to 3h. Reducing sugars
released during the incubation period cause the reduction of potassium hexa-
cyanoferrate(IIl) in an alkaline solution. Reduced potassium hexacyanoferrate(II)
reacts with ferric ammonium sulfate in an acid solution to form a complex of ferric
hexacyanoferrate(Il) (Prussian blue), which is determined colorimetrically.

Enzymes involved in P cycling (phosphomonoesterase, phosphodiesterase,
phosphotriesterase) are preferably determined after the addition of a substrate
analog, p-nitrophenyl phosphate. Phosphomonoesterase hydrolyzes the phosphate—
ester bond of the p-nitrophenyl phosphate, and the p-nitrophenol released is yellow
under alkaline conditions. The concentration can be determined spectrophotomet-
rically against a standard curve. For determining arylsulfatase, which catalyzes
the hydrolysis of organic sulfate esters, p-nitrophenyl sulfate is used as a substrate
analog. The widespread use of p-nitrophenyl substrates for different enzyme
assays is due to the possibility of quantitatively extracting the released product p-
nitrophenol. Urease is an important extracellular enzyme that hydrolyzes urea into
CO, and NHj;. The urease assay involves measuring the released ammonia either by
a colorimetric procedure or by steam distillation followed by a titration assay of
ammonia.

FLUORESCENCE METHODS

Fluorogenic substrates are used to assay extracellular enzymes in aquatic and
terrestrial environments. These substrates contain an artificial fluorescent mole-
cule and one or more natural molecules (e.g., glucose, amino acids) and they are
linked by a specific binding (e.g., peptide binding, ester binding). The substrates
used are conjugates of the highly fluorescent compounds 4-methylumbelliferone
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(MUB) and 7-amino-4-methyl coumarin (AMC). Marx et al. (2001) used this
method to measure the activities of enzymes involved in C cycling (3-D-glucosidase,
(3-D-galactosidase, 3-cellobiase, 3-xylosidase), N cycling (leucine aminopeptidase,
alanine aminopeptidase, lysine—alanine aminopeptidase), P cycling (acid phos-
phatase), and S cycling (arylsulfatase). Fluorogenic model substrates are not toxic
and they are supplied to soil suspensions in high or increasing quantities to meas-
ure the maximum velocity of hydrolysis (V,,,,). Fluorescence is observed after
enzymatic splitting of the complex molecules (Fig. 3.5). The increasing interest of
soil microbiologists in the use of fluorogenic substrates to measure soil enzyme
activities is mainly because of their high sensitivity. A comparative study between
a fluorimetric and a standard colorimetric enzyme assay based on p-nitrophenyl
substrates generated similar values for the maximum rate of phosphatase and (3-
glucosidase (V,,x), but the affinity for their respective substrates (as indicated by
K, values, Michaelis—Menten constant) was up to two orders of magnitude greater
for the 4-methylumbelliferyl substrates compared to the p-nitrophenyl substrates
(Marx et al., 2001). This high sensitivity of fluorimetric enzyme assays provides an
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FIGURE 3.5 Enzyme assays using different nonfluorescent substrates and measuring highly
fluorescent products after a short-term incubation.
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opportunity to detect enzyme activities of small sample sizes (e.g., microaggre-
gates and rhizosphere samples) and/or low activity (e.g., samples of subsoil,
peat, and soil solutions). The development of an improved automated assay using
a 96-well microplate reader provides a convenient system for processing large
numbers of different samples; it also allows the activity rates to be measured for a
range of enzymes in a number of soils with an appropriate number of replicates
(Vepsildinen et al., 2001). Alternatively, a multiple-substrate approach is avail-
able, which is based on the simultaneous measurement of seven enzyme activities
estimated after incubation, separation of the nonhydrolyzed 4-MUF and 7-AMC
substrates by HPLC, and quantification by UV-absorption at 320 nm (Stemmer,
2004).

TECHNIQUES FOR IMAGING THE
LOCATION OF ENZYMES

Thin-section techniques are combined with histochemical and imaging tech-
niques to visualize the location of enzymes and their activities. Early papers by
Foster et al. (1983) showed peroxidase, succinic dehydrogenase, and acid phos-
phatase bound to roots, bacterial cell walls, and organic matter in soil by using
either transmission electron microscopy or scanning electron microscopy. In the
future, atomic force microscopy, which measures small-scale surface topographical
features, will help us to understand enzyme—clay interactions. Confocal microscopy
has the potential to reconstruct the detailed three-dimensional distribution of
enzyme proteins in soils.

Enzymatic properties of single cells have been screened in the aquatic environ-
ment, biofilms, and activated sludge by a new type of fluorogenic compound, ELF-
97 (Molecular Probes, Eugene, OR, USA), which is combined with sugar, amino
acid, fatty acid, or inorganic compounds such as sulfate or phosphate. This substrate
is converted to a water-insoluble, crystalline, fluorescent product at the site of enzy-
matic hydrolysis, thus reporting the location of active enzymes when viewed by
fluorescence microscopy. Kloeke and Geesey (1999) combined this technique with
a 16S rRNA oligonucleotide probe specific for the Cytophaga—Flavobacteria group
to prove the importance of these microorganisms in liberating inorganic orthophos-
phate in discrete, bacteria-containing areas of the floc matrix in aerobic activated
sludge (Fig. 3.6). Phosphatase activity was primarily localized in the immediate
vicinity of the bacterial cells rather than dispersed throughout the floc or associated
with rotifers (see Figs. 3.6A and 3.6B). These new substrates have the potential to be
used for visualizing the location of enzyme activities in microenvironments in soil.

FUNCTIONAL DIVERSITY

Microbial diversity reflects the variation in species assemblages within a com-
munity. A broader view of functional diversity has advanced our understanding of



78 CHAPTER 3 PHYSIOLOGICAL AND BIOCHEMICAL METHODS

FIGURE 3.6 (A) Phase-contrast photomicrograph of activated sludge floc material and associ-
ated microorganisms. Arrows indicate protozoa grazing on the floc particles. (B) Epifluorescence pho-
tomicrograph of the same field of view as in (A) of whole floc material revealing the areas of intense
phosphatase activity (yellow spots where ELF crystals have precipitated, arrow). (C) Epifluorescence
photomicrograph of thin section of a floc particle stained red-orange with acridine orange, revealing
discrete regions within the floc displaying phosphatase activity (green spots) as a result of incubation
in the presence of ELP-P. (D) Epifluorescence photomicrograph image of a homogenized activated sludge
filtrate showing floc bacteria from the Cytophaga—Flavobacteria group by using a filter combination
that reveals cells that react with CF319a oligonucleotide probe (red). (E) Epifluorescence photomicro-
graph of the same field of view as in (D) using a filter combination that resolves crystals of ELF (green
spots), indicating areas of phosphatase activity. (F) Merged image of (D) and (E), revealing the sub-
population of cells that react positively with the CF319a and also display phosphatase activity (accord-
ing to Kloeke and Geesey, 1999; pictures are reproduced with the permission of Springer-Verlag).

the significance of biodiversity to biochemical cycling. This includes several levels
of resolution: (1) the importance of biodiversity to specific biogenic transformations,
(2) the complexity and specificity of biotic interactions in soils that regulate biogeo-
chemical cycling, and (3) how biodiversity may operate at different hierarchically
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arranged spatial and temporal scales to influence ecosystem structure and function
(Beare et al., 1995). Most methods used for measuring functional diversity con-
sider only the importance of biodiversity of those groups that regulate biochemi-
cal cycling. Several approaches enable functional diversity to be measured in
situations in which taxonomic information is poor. These include using binary
biochemical and physiological descriptors to characterize isolates, evaluating
enzymatic capabilities for metabolizing particular substrates, extracting DNA and
RNA from the soil, and probing genes that code for functional enzymes. Recent
advances in genomic analysis and stable isotope probing are the first steps toward
resolving a better linkage between structure and function in microbial communi-
ties (see also Chaps. 4, 7, and 8).

Commercially available Biolog bacterial identification system plates or
community-level physiological profiles (CLPP) have been used to assess functional
diversity of microorganisms, based on utilization patterns of a wide range (up to
128) of individual C sources. The culturable subpart of the microbial community,
which exhibits the fast growth rates typical of r-strategists, primarily contributes
to CLPP analysis. Preston-Maftham et al. (2002) assessed the pros and cons of its
use and point out inherent biases and limitations and possible ways of overcom-
ing certain difficulties. A modification of the SIR method (Degens and Harris,
1997) involves determining patterns of in situ catabolic potential as a measure of
functional diversity. These profiles are determined by adding a range of simple C
substrates to the soils and measuring short-term respiration response. The use of
whole soil in a microplate assay as described by Campbell et al. (2003) can also
be used to explore the metabolic capacity of the soil microbial community. An
alternative approach was proposed by Kandeler et al. (1996), using the prognos-
tic potential of 16 soil microbial properties, including microbial biomass, soil res-
piration, N-mineralization, and analyses for 13 soil enzymes involved in cycling
of C, N, P, and S. Multivariate statistical analysis is used to calculate the func-
tional diversity from measured soil microbial properties. The latter approach is
based on the following assumptions: The composition of the microbial species
assemblage (taxonomic diversity) determines the community’s potential for
enzyme synthesis. The actual rate of enzyme production and the fate of produced
enzymes are modified by environmental effects as well as by ecological interac-
tions. The spectrum and amount of active enzymes are responsible for the func-
tional capability of the microbial community irrespective of being active inside or
outside the cell. Presence or absence of a certain function, as well as the quantifi-
cation of the potential of the community to realize this function, has to be consid-
ered in ecological studies. This approach may permit evaluation of the status of
changed ecosystems (e.g., by soil pollution, soil management, global change)
while providing insight into the functional diversity of the soil microbial commu-
nity of the undisturbed habitat.

Physiological methods are applied to understand the physiology of single cells
and soil biological communities, as well as biogeochemical cycling in terrestrial
ecosystems. Small-scale studies explain biological reactions in aggregates, in the
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rhizosphere, or at the soil-litter interface. Combining physiological and molecular
methods helps us to understand gene expression, protein synthesis, and enzyme
activities at the micro- and nanoscales. Linking these methods can also explain
whether the abundance and/or the function of organisms is affected by soil man-
agement, environmental change, or soil pollution.

At the field scale, researchers use biochemical and physiological methods to
investigate the functional response of soil organisms to the manipulation or
preservation of soils. These applications include microbe—plant interactions and
controlling plant pathogens, as well as understanding organic matter decomposi-
tion and its impact on local and global C and N cycling. Soil biologists investigate
the effects of soil management (tillage, fertilizer, pesticides, crop rotation) or dis-
turbance on the function of soil organisms. In many cases, soil microbial biomass
and/or soil microbial processes can be early predictors of the effects of soil man-
agement on soil quality and can indicate the expected rapidity of these changes.
Monitoring of soil microbial properties is also included in environmental studies
that test the use of soil microorganisms in bioremediation and composting. Future
challenges in functional soil microbiology are to use our present knowledge to
scale-up these data to the regional and global scale.
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INTRODUCTION

No other area of soil ecology has developed more rapidly in recent years than the
use of molecular methods to characterize the soil microbial community. The ability
to extract deoxyribonucleic acids (DNA) and ribonucleic acids (RNA) from cells
contained within soil samples and their direct analysis in hybridization experiments
or use in polymerase chain reaction (PCR) amplification experiments have allowed
us to detect and begin to characterize a vast diversity of microbes unimagined
previously. Direct microscopic counts of soil bacteria are typically one to two orders
of magnitude higher than counts obtained by culturing (Chap. 5). Molecular
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methods have the potential to provide access to this, as yet undescribed, 90-99% of
the soil community.

Molecular microbial ecology relies on extracting and characterizing nucleic
acids and other subcellular components, such as phospholipid fatty acids
(Chap. 3), from soil organisms. Once extracted, nucleic acids or other marker
molecules may be analyzed directly; or for DNA, specific target sequences may
be amplified by PCR and the resulting PCR products characterized further. In the
case of RNA (ribosomal (rRNA) or messenger (mRNA)), complementary DNA
(cDNA) is derived from the RNA extract by reverse transcriptase (RT) PCR and
the cDNA produced is analyzed subsequently. Both extracting nucleic acids from
soil and amplifying them by PCR may have considerable biases associated with
them and these must be taken into account when interpreting the results of subse-
quent analyses.

The aim of many molecular community analyses is to describe population
diversity by calculating taxon richness and evenness. Due to bias in DNA and
RNA extraction and PCR amplification, it is difficult, if not impossible, to assess
the true abundance of different taxa using these approaches. In addition, these
methods alone, although very powerful, cannot be used to assign function unam-
biguously to different taxa. Hence, molecular methods should be used in concert
with other approaches (termed a polyphasic or multiphasic approach) to achieve a
more holistic understanding of the structure and function of soil microbial com-
munities. The focus of this chapter is on methods for extracting and analyzing
soil- and sediment-derived nucleic acids and drawing ecological information from
analysis results.

TYPES AND STRUCTURES OF NUCLEIC ACIDS

There are two types of nucleic acids present in all cells: DNA and RNA. These
are the target molecules for most molecular analyses. The structure of DNA was
deduced by Watson and Crick in 1953. They described a double helix of nucleotide
bases that could “unzip” to make copies of itself. DNA was known to contain
equimolar ratios of adenine (A) and thymine (T) and of cytosine (C) and guanine
(G). Watson recognized that the adenine—thymine pair, held together by two hydro-
gen bonds, and the cytosine—guanine pair, held together by three hydrogen bonds,
resulted in similar shapes and could fit together to form the rungs of a ladder of
nucleotides. Molecular methods employing nucleic acids take advantage of the base-
pairing rules between these four nucleotides (Fig. 4.1).

The DNA backbone is composed of deoxyribose (sugar), phosphates, and the
associated purine (A and G) and pyrimidine (T and C) bases. It is the base-pairing
specificity between the nucleotides that leads directly to the faithful copying of both
strands of the DNA double helix during replication and that can be exploited to make
copies of selected genes (or regions of the DNA molecule) in vitro by use of the PCR.
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Base-pairing specificity in DNA also allows for the transcription of genes coding
for rRNA to produce ribosomes, which facilitate protein synthesis; mRNA, which
carries the genetic instructions for protein assembly; and tRNA, which is required
for transporting and linking amino acids during protein assembly (Fig. 4.2)
(Campbell and Reece, 2005). RNA transcripts are single-stranded, contain ribose
instead of deoxyribose, and substitute uracil (U) for thymine in the nucleic acid
sequence, thus necessitating reverse transcription to cDNA to analyze RNA
extracted from soils. Most molecular analyses target either DNA or rRNA, although
limited analysis of mRNA from environmental samples has become possible.
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translation into the coded protein sequence (with permission from Addison Wesley Longman, Inc., 1999).

USE OF NUCLEIC ACID ANALYSES FOR
SOIL ECOLOGY STUDIES

A wide range of techniques are available for nucleic acid analysis. These tech-
niques fall into three basic categories: (i) analysis of nucleic acids in situ, (ii) direct
analysis of extracted DNA/RNA, and (iii) analysis of PCR-amplified segments of
the DNA molecule. In PCR-based approaches, the primers chosen dictate the
target for amplification, such as rRNA genes or genes that code for proteins with
functions of ecological interest (those involved in nitrogen fixation, ammonia or
methane oxidation, or denitrification). Some of the techniques used more com-
monly and their interrelationships with each other and traditional methods of
microbial analysis are shown in Fig. 4.3. Most methods require that target mole-
cules be separated from the soil matrix prior to analysis. A few techniques, such
as fluorescence in situ hybridization (FISH), do not. Much of our ability to make
sense of results of molecular analyses and to design more robust methods depends
on the continuing development of nucleic acid and protein sequence databases
and associated bioinformatics analytical tools. Through comparative sequence
analysis, targeted primers for use in PCR assays and probes for use in hybridization
studies can be designed that have the required level of specificity for a given study.
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DIRECT MOLECULAR ANALYSIS OF
SOIL BIOTA

NUCLEIC ACID HYBRIDIZATION

Nucleic acid hybridization involves bonding together short complementary
nucleic acid strands (probes) to a target sequence. The probe is generally labeled with
a radioisotope or fluorescent molecule, and the target sequence is typically bound to
a nylon membrane or other solid surface. A positive hybridization signal is obtained
when complementary base pairing occurs between the probe and the target sequence.
After any unbound probe is removed, a positive signal is visualized by exposing the
hybridized sample to X-ray film, in the case of radiolabeled probes, or by use of flu-
orescence microscopy in the case of fluorescent probes. The type of probe used and
the way the probe is labeled determine the applications of nucleic acid hybridization
techniques. Table 4.1 provides examples of probes that are used commonly to
address specific questions about the presence and location of selected organisms in
a soil community. Further details on this approach can be found in Amann et al.
(1995). The GenBank (http://www.ncbi.nlm.nih.gov/) sequence database and the
Ribosomal Database Project II (http://rdp.cme.msu.edu/html/) have tools to assist
users to design hybridization probes for use in molecular soil ecology studies.
Information about probes that have already been designed for specific purposes can
be found at the ProbeBase Web site (http://www.microbial-ecology.net/probebase/).

Techniques based upon nucleic acid colony hybridization (colony blotting) have
particular value in rapidly screening bacterial isolates for their identity, such as
identifying specific rhizobia strains occupying root nodules or screening libraries
containing DNA clones obtained from a soil community. Nucleic acid hybridiza-
tion probes can also be used to detect specific phylogenetic groups of bacteria in
appropriately prepared soil samples. In the latter application, a nucleic acid probe
is fluorescently labeled and hybridized to target sequences contained within micro-
bial cells in situ using the FISH technique. These protocols have been described
extensively in reviews by Amann et al. (1995) and Amann and Ludwig (2000).

TABLE 4.1 Hybridization Probes Used in the Analysis of Soil Microbial Communities

Probe name Target gene Community target Reference

EUB338 16S rRNA Most Bacteria Amann et al., 1990
UNIV 1389 18S rRNA Most Eucarya Zheng et al., 1996
UNIV 1389c¢ 16S rRNA Archaea Zheng et al., 1996
BET42a 23S rRNA (-Proteobacteria Manz et al., 1992
Beta-A0233 16S rRNA Ammonium oxidizers Stephen et al., 1998

Some probes are “universal” in that they target all known organisms in the Domain Bacteria or
the Domain Archaea. Other probes are used to target different divisions within the Domain Bacteria
or genes with specific functions that are unique to a specific class of bacteria.
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The FISH technique employs an oligonucleotide probe conjugated with a fluores-
cent molecule (or fluorochrome). The probe is designed to bind to complementary
sequences in the rRNA of the 16S subunit of the ribosomes within bacterial cells.
Because metabolically active cells contain a large number of ribosomes, the concen-
tration of fluorescently labeled probe is relatively high inside the cells, causing them
to fluoresce under UV light. The final result is high binding specificity and typically
low background fluorescence. For simultaneous counting of subpopulations in a
given sample, probes can be designed that bind to specific sequences of rRNA that
are found only in a particular group of organisms (i.e., Archaea, Bacteria, or subdivi-
sions of the Bacteria; see Table 4.1) and used in conjunction with one another. FISH
can also be combined with microautoradiography to determine specific substrate
uptake profiles for individual cells within complex microbial communities
(STARFISH, substrate-tracking autoradiographic fluorescence in situ hybridization;
Ouverney and Fuhrman, 1999; Lee et al., 1999). Because these methods label only
metabolically active cells, the samples can be labeled simultaneously with dyes that
bind to nucleic acids, such as 4’,6-diamidino-2-phenylindole (DAPI) or acridine
orange, to facilitate a total cell count using fluorescence microscopy (Li et al., 2004).
FISH is useful especially when used in conjunction with confocal laser scanning
microscopy (CLSM; see below) as it allows three-dimensional visualization of the
relative positions of diverse populations, even within complex communities such as
biofilms and the surfaces of soil aggregates (Binnerup et al., 2001). The key advan-
tage of FISH is the ability to visualize and identify organisms on a microscale in their
natural environment. Such techniques have enormous potential for studying micro-
bial interactions with plants and the ecology of target microbial populations in soil;
however, the binding of fluorescent dyes to organic matter resulting in nonspecific
fluorescence is a common problem in soils with high organic matter contents, such as
peats, or other particles with high surface charge, such as black carbon. Image analy-
sis software is readily available and may be “trained” to detect only those aspects of
an image that meet specified criteria.

CONFOCAL MICROSCOPY

CLSM, combined with in situ hybridization techniques, has been applied with
considerable success to visualize the structure of soil microbial communities. The
basic principle of CLSM is to first create an image that is composed only of emit-
ted fluorescence signals from a single plane of focus. This is done using a pinhole
aperture, which eliminates any signal that may be coming from portions of the
field that are out of focus. A series of these optical sections is scanned at specific
depths and then each section is “stacked” using imaging software, giving rise to
either a two-dimensional image that includes all planes of focus in the specimen
or a computer-generated three-dimensional image. This gives us unprecedented res-
olution in viewing environmental specimens, allowing for better differentiation of organ-
isms from particulate matter as well as giving us an insight into the three-dimensional
spatial relationships of microbial communities within their environment (Fig. 4.4).
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FIGURE 4.4 Confocal laser scanning microscopy image of a nematode feeding on a bacterial
biofilm (with permission from W. C. Ghiorse, Cornell University).

BIOSENSORS AND MARKER
GENE TECHNOLOGIES

Introduced marker genes, such as luxAB (luminescence), lacZ. (3-galactosidase),
and xylE (catechol 2, 3-dioxygenase) are now being used more frequently in soil
microbial ecology studies (Table 4.2). One such gene that has attracted a lot of
attention in rhizosphere studies is gfp, which encodes the green fluorescent protein
(GFP). Green fluorescent protein is a unique bioluminescent genetic marker, which
can be used to identify, track, and count specific organisms into which the gene has
been cloned that have been reintroduced into the environment (Chalfie et al.,
1994). The gfp gene was discovered in and is derived from the bioluminescent jelly-
fish Aequorea victoria (Prasher et al., 1992). Once cloned into the organism of inter-
est, GFP methods require no exogenous substrates, complex media, or expensive
equipment to monitor and, hence, are favored over many fluorescence methods for
environmental applications (Errampalli ez al., 1999). GFP-marked cells can be iden-
tified using a standard fluorescence microscope fitted with excitation and emission
filters of the appropriate wavelengths. One reason for such keen interest in GFP is
that there is no background GFP activity in plants or the bacteria and fungi that
interact with them, thereby making gfp an excellent target gene that can be intro-
duced into selected bacterial or fungal strains and used to study plant—microbe inter-
actions (Errampalli et al., 1999). Basically, gfp is transformed into either the
chromosome or a plasmid in a bacterial strain, where it is subsequently replicated.
Various gene constructs have been made, which differ in the type of promoters or
terminators used, and some contain repressor genes such as lacl for control of gfp
expression. Once key populations in a sample are known and isolates obtained, they
can be subsequently marked with gfp or other genes producing detectable products
in order to track them and assess their functions and interactions in soil and the
rhizosphere. In addition to GFP, red-shifted and yellow-shifted variants have been
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TABLE 4.2 Major marker methods used for bacterial detection (modified from Errampalli

etal., 1999).
Substrate Detection Quantification
Marker required principle method(s) Other features
gfp no fluorescence epifluorescence single-cell
microscopy; detection;
fluorimetry; real-time in situ
flow cytometry; detection
plate count
luxAB/luc n-decanal/ luminescence luminometry; CCD single-cell
luciferin digitized camera; detection;
flow cytometry; real-time in situ
plate count detection
lac ZY x-gal colony color plate count
change (colorless — blue)
xyl B catechol colony color plate count

change (colorless — yellow)

heavy metal heavy metals heavy metal plate count

resistance genes resistance
antibiotic antibiotics antibiotic plate count
resistance genes resistance

described. Development of gfp mutants with a series of different excitation and
emission wavelengths makes it possible to identify multiple bacterial populations
simultaneously. The gfp gene has been introduced into Sinorhizobium meliloti,
Pseudomonas putida, and Pseudomonas sp., among other common soil bacteria,
and used in soil ecology studies. Marked strains can be visualized in infection
threads, root nodules, and colonized roots and even inside digestive vacuoles of pro-
tozoa (Fig. 4.5). If the gfp gene is cloned along with specific promoters, such as the
melA (a-galactosidase) promoter, then they can be used as biosensors to report back
to the observer if the inducers, in this case galactosides, are present and at what rel-
ative concentration in the surrounding environment (Bringhurst ez al., 2002).

Marker gene approaches are restricted to use in organisms that can be manipu-
lated in culture. While considerable information can be gained about how marked
microbes interact with soil colloids and other soil organisms, and can be used as
biosensors for detecting environmental concentrations of various compounds,
they do not yield information about the vast, unknown majority of soil microbes
for which cultured representatives have yet to be obtained.

EXTRACTION OF NUCLEIC ACIDS (DNA/RNA)

Both whole-community nucleic acid analyses and those based on PCR amplifi-
cation of target genes require that the nucleic acids contained in a soil sample be
separated from the solid phase. A variety of methods used to extract nucleic acids
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(B)

FIGURE 4.5 (A and B) The N,-fixing rhizobium Sinorhizobium fredii HH103, carrying the
plasmid construct pMP4516 (ECFP) inside the nodule tissue of the legume host, Siratro (Stuurman
et al., 2000). (C) The protozoan Tetrahymena sp. after ingesting gfp-tagged Moraxelia sp. G21 cells
(Errampalli et al., 1999).

from soils of varying texture have been developed and these have been summarized
by Bruns and Buckley (2002). There are two main approaches to nucleic acid extrac-
tion: (i) cell fractionation and (ii) direct lysis. In cell fractionation, intact microbial
cells are extracted from the soil matrix. After extraction, the cells are chemically
lysed and the DNA is separated from the cell wall debris and other cell contents by
a series of precipitation, binding, and elution steps. In the direct lysis methods,
microbial cells are lysed directly in the soil or sediment and then the nucleic acids
are separated from the soil matrix by means similar to those described above. The
main concerns when choosing a suitable protocol are extraction efficiency, obtain-
ing a sample that is representative of the resident community, and obtaining an
extract free of contaminants that could interfere with subsequent analyses such as
PCR or hybridization with nucleic acid probes.
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Extraction efficiency is a key concern for obtaining a nucleic acid extract that
is representative of the soil community. Cell walls of different organisms are more
or less amenable to lysis. Gram-positive organisms, resting spores and hyphae
(fungi), and cysts (protozoa and nematodes) are more difficult to lyse than cells of
Gram-negative organisms or vegetative stages of various soil fauna. Hence, unless
lysis procedures are robust, a nucleic acid extract from soil may be biased toward
organisms that are more readily ruptured. Extraction efficiency of both cell frac-
tionation and direct lysis procedures can be assessed by direct microscopy,
wherein extracted soil is examined for intact microbial cells using fluorescent
stains. Alternatively, for assessing recovery efficiency using direct lysis proce-
dures, soil samples may be spiked with a known quantity of labeled DNA and then
the recovery of added DNA is assessed.

Obtaining a sample that is representative of the resident community is often chal-
lenging. Microbes in soil are frequently in a resting state or near starvation, making
them more difficult to lyse than cells growing rapidly in culture media. Direct cell
extraction protocols must ensure that cells are released from soil without bias and
direct lysis procedures must ensure that nucleic acids are not adsorbed to clays or soil
organic matter and thus not recovered. Failure to recover a representative sample of
nucleic acids from soil is a potentially significant source of bias that may affect later
data interpretation.

Coextraction of contaminants, such as humic substances, is also a common prob-
lem. Such contaminants may interfere with PCR amplification or hybridization exper-
iments to the point where the reactions may fail entirely. Several methods have been
suggested to eliminate or reduce contaminants. One approach is to use a commercial
post-PCR DNA clean-up kit. While these kits are normally designed to remove salts
from post-PCR amplification reactions, they may also work to reduce contami-
nants in DNA extracts, thereby reducing PCR inhibition in many instances. An
alternative method is to subject the nucleic acid extract to an additional washing
step with dilute EDTA, pass the extract through a Sephadex G-75 column, or gel
purify the nucleic acid prior to analysis. In many cases, a simple dilution of the
DNA extract may alleviate problems with PCR amplification, but may also dilute
out soil community members of interest. It must be kept in mind that all manipu-
lations of nucleic acid extracts can lead to loss of material and hence sparsely rep-
resented members of the community may be lost from subsequent analyses. In
addition, all postextraction clean-up procedures add extra expense and processing
time, thus reducing the number of samples that can be analyzed within the scope
of any experiment.

Commercial soil DNA and RNA extraction kits that are based on direct lysis
by bead-beating have become available. The DNA/RNA extracted is of high
molecular weight and usually of sufficient quality to be used directly in PCR or
nucleic acid hybridization experiments for most soils.

Many postextraction analysis procedures require that the concentration of
extracted nucleic acids and their quality are known. Several methods, including
fluorimetry with use of Hoechst 33258 or SYBR Green I dye, in which absorbance
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is recorded and compared to a calf thymus DNA standard curve, or simply gel elec-
trophoresis against standard, commercially available, Escherichia coli DNA, can be
used to estimate nucleic acid concentrations. A UV spectrophotometer allows the
absorbance of the extract at 260 (DNA) and 280 nm (contaminating proteins) to be
measured. The ratio between these two readings is an indicator of the purity (quality)
of the DNA extract.

CHOOSING BETWEEN DNA AND RNA FOR
SOIL ECOLOGY STUDIES

A key decision a researcher must make prior to molecular analysis of soil
microbial communities is whether to extract microbial DNA, RNA, or both types
of nucleic acids. DNA analysis has been used most frequently because DNA is
more stable and easier and less costly to extract from soil. Postextraction analyses
are straightforward and yield considerable information about the presence of var-
ious organisms in a given sample. The key problem with DNA analysis is that it
does not reflect the abundance or level of activity of different organisms in a sam-
ple. When cells die, DNA released into the soil solution is rapidly hydrolyzed by
nucleases. However, DNA contained in dead cells within soil aggregates or other-
wise protected from decomposition will be extracted along with that from mori-
bund and active cells. RNA on the other hand is highly labile and often difficult to
extract from soil. In practice, only rRNA can be extracted with reasonable effi-
ciency from soil at this time. A relatively simple method for ribosome extraction
from soil is given in Felske et al. (1996) and commercial extraction kits are also
available. Extraction of mRNA, which could be used to examine gene expression
in soil under varying conditions, has been impossible until very recently. Even now,
it is fraught with difficulty as mRNA is often extremely short-lived and is frequently
being transcribed and translated simultaneously (see Fig. 4.2) in prokaryotes. Many
postextraction analyses require that RNA is first reverse-transcribed into cDNA
and then the cDNA used in downstream analyses. The advantage of extracting and
analyzing RNA is that it is generally present in high amounts only in actively
metabolizing cells. As substrate becomes limiting, cell processes slow down and,
in some organisms, rRNA turnover may also be slowed. Thus, analysis of RNA is
more reflective of the portion of the soil microbial community that is active at the
time of sampling or has recently been active.

ANALYSIS OF NUCLEIC ACID EXTRACTS

DNA:DNA REASSOCIATION KINETICS

When DNA is denatured by either heating or use of a denaturant (e.g., urea), the
double helix structure is lost as the two strands, held by hydrogen bonds between
complementary base pairs (A:T and G:C), come apart. When the denaturant is
removed or the temperature is lowered, complementary strands will reanneal (Fig. 4.6).
When genome complexity is low, the time it takes for all single strands to find
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their complement is brief. As complexity increases, the time it takes for comple-
mentary strands to reanneal increases. Experimentally, this is referred to as a Ct
curve, where C, is the initial molar concentration of nucleotides in single-stranded
DNA and ¢ is time. This measure reflects both the total amount of information in
the system (richness or number of unique genomes) and the distribution of that
information (evenness or the relative abundance of each unique genome) (Liu and
Stahl, 2002), thus making it among the more robust methods for estimating extant
diversity in a given sample. Yet, it provides no information on identity or function
of any member of the microbial community.

The genetic complexity or genome size of several soil microbial communities was
assessed using reassociation kinetics by Torsvik et al. (1990; 1998). Using this pro-
cedure, they estimated that the community genome size in undisturbed organic soils
was equivalent to 6000-10,000 E. coli genomes. In comparison, a heavy-metal-
polluted soil contained 350-1500 genome equivalents. Culturing produced fewer
than 40 genome equivalents. Such experiments, and those employing direct counts
using epifluorescence microscopy, are what substantiate the lack of abundance
and diversity commonly observed using culturing methods. The data from the above
study were reanalyzed using improved analytical methods, which yielded an
estimate of the extant diversity contained in the undisturbed soil sample of 8.3
million distinct genomes in 30 g of soil, two orders of magnitude greater than
originally derived (Gans et al., 2005). In contrast, the heavy-metal-polluted soil
was estimated to contain only 7900 genome equivalents, 99.9% fewer than in the
undisturbed soil.

MICROARRAYS

Microarrays represent an exciting new development in microbial community
analysis. Nucleic acid hybridization is the principle on which the technique is based.
The main difference between past protocols and microarrays is that the oligonu-
cleotide probes, rather than the extracted DNA or RNA targets, are immobilized on
a solid surface in a miniaturized matrix. Thus, thousands of probes can be tested
for hybridization with sample DNA or RNA simultaneously. In contrast to other
hybridization techniques, the sample nucleic acids to be probed are fluorescently
labeled, rather than the probes themselves. After the labeled sample nucleic acids
are hybridized to the probes contained on the microarray, positive signals are
detected by use of CSLM or other laser microarray scanning device (Fig. 4.7). A
fully developed DNA microarray could include a set of probes encompassing vir-
tually all known natural microbial groupings and thereby serve to monitor the
population structure simultaneously at multiple levels of resolution (see Table 4.1;
Guschin et al., 1997; Ekins and Chu, 1999; Wu et al., 2001). Such an array would
potentially allow for an enormous increase in sample throughput. A major drawback
of microarrays for use in soil ecology studies currently is their need for a high
copy number of target DNA/RNA to obtain a signal that is detectable with current
technologies. Targets in concentrations of less than 10°~10* are difficult to detect



Relative Abundance .

(A) Soil sample or it
bacterial isolate iAol
Detecti
@ isolate mRNA. ¢ Sample 1 Sample 2 etection
=
-~ —
o~ 7 5
T~ — =5 =
~ o (]
) S w
@ Make cDNA by reverse mRNA molecules r:\/lg(ri?j?zde
transcription, using fluor- i
escently labeled nucleotides.
e
B
—
@ Apply the cDNA mixture to a
microarray, a microscope slide Labeled cDNA molecules
on which copies of single-stranded (single strands)

DNA fragments from the organism’s
genes are fixed, a different gene

in each spot. The cDNA hybridizes
with any complementary DNA on
the microarray.

Q«

DNA l
microarray

@ Rinse off excess cDNA; scan
microarray for fluorescence.
Each fluorescent spot (yellow)
represents a gene expressed.

Q

Size of an actual
DNA microarray

FIGURE 4.7 Steps in developing and using a microarray. (A) Flow chart depicting the steps from extracting mRNA from a
sample to reading the microarray with a laser scanner (Campbell and Reece, 2005). (B) Detail of how the labeled cDNA interacts
with the probes bound to the microarray and how a positive signal from one or the other sample is detected. (C) An image of a
microarray reading (http://www.bsi.vt.edu/ralscher/gridit/).



100 CHAPTER 4 MOLECULAR METHODS FOR STUDYING SOIL ECOLOGY

using this approach. Techniques to improve the sensitivity have been reported by
Denef et al. (2003). Nonspecific binding of target nucleic acids to the probes is
also a serious issue that needs to be overcome (Zhou and Thompson, 2002). The
details of microarray construction and types of arrays can be found in Ekins and
Chu (1999) and ecological applications are reviewed in Zhou (2003).

There are three basic types of arrays used in soil ecology: (i) community
genome arrays (CGA), used to compare the genomes of specific groups of organ-
isms; (ii) functional gene arrays (FGA), used to detect the presence of genes of
known function in microbial populations in prepared soil samples and more
recently used to detect gene expression; and (iii) phylogenetic oligonucleotide
arrays (POA), used to characterize the relative diversity of organisms in a sample
through the use of rRNA sequence-based probes. Whole genomic DNA, requiring
culturing of target organisms, is used to develop the probes used in CGA. Both
oligonucleotides and DNA fragments derived from functional genes, such as
those involved in C, N, S, and metal cycling, can be used to prepare FGAs and
query the status of these functional genes within a soil community. In POA, both
conserved- and variable-region rRNA gene sequences are used to determine the
presence of particular phylogenetic groups in a given sample.

RESTRICTION FRAGMENT LENGTH POLYMORPHISM
(RFLP) ANALYSIS

In RFLP analysis, total DNA purified from soil is hydrolyzed with a restriction
endonuclease (often EcoRI or HindIIl). Restriction enzymes, produced by and orig-
inally isolated from various bacteria, cut double-stranded DNA at palindromic
sequences (those that read in the same order both backward and forward). Restriction
enzymes can be selected that cut either frequently or infrequently along the isolated
DNA strands. The variation (polymorphisms) in the length of resulting DNA frag-
ments is visualized by running the DNA fragments on an electrophoretic gel and
staining the gel with ethidium bromide or SYBR Green I, which fluoresce under
UV light. These variations in fragment lengths are then used as a “fingerprint,” to
differentiate between soil communities. Discrimination between communities is
often difficult because of the large number of fragments generated and the difficulty
in resolving closely spaced bands in a gel. RFLP is rarely used on its own for diver-
sity studies. It is used most commonly in conjunction with the Southern method of
transferring (blotting) the DNA fragments from the gel onto a nitrocellulose or other
membrane and then probing the blot with appropriately labeled oligonucleotide gene
probes to test for the presence of specific sequences or used in conjunction with PCR
of amplified ribosomal genes in a technique called ARDRA (amplified ribosomal
DNA restriction analysis). The ultimate aim of RFLP-based methods is to be able to
compare differences between DNA fingerprints obtained from different communi-
ties. Observed differences can then be characterized more fully using other methods,
largely involving cloning and sequencing of DNA fragments of interest.
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CLONING

DNA sequence information is obtained from environmental samples in two main
ways, (i) cloning DNA extracted from soil directly or (ii) cloning of PCR-amplified
DNA, followed in both cases by sequencing of the cloned DNA. Direct cloning
involves isolating DNA from the soil, ligating the DNA into a vector (most frequently
a self-replicating plasmid), and transforming (moving) the vector into a competent
host bacterium, such as commercially available E. coli competent cells, where it can
be maintained and multiplied. In this way, a recombinant DNA clone library is pro-
duced. Once a clone library is obtained, DNA inserts contained in the clones can be
reisolated from the host cells, purified, and sequenced. The clone library can also be
screened for biological activity expressed directly in E. coli or probed for sequences
of interest using various genomics applications. This approach circumvents the need
to culture microorganisms from environmental samples, and it also provides a rela-
tively unbiased sampling of the genetic diversity of sampled environments.

It has become possible to clone large fragments (100-300 kb) of DNA into bacte-
rial artificial chromosome (BAC) vectors (Rondon et al., 2000). BAC vectors are
low-copy-number plasmids that can readily maintain large DNA inserts. When some
of the BAC libraries were analyzed, sequences homologous to the low-G + C, Gram-
positive Acidobacterium, Cytophagales, and Proteobacteria were found. Rondon
et al. (2000) also identified clones that expressed lipase, amylase, nuclease, and
hemolytic activities. Hence, the library could be used both for phylogenetic studies
and as a tool for natural product discovery. Probing metagenomic libraries from a
range of environments led to the discovery that uncultivated members of the archaeal
lineage Crenarchaeota contain gene sequences with homology to the ammonia
monooxygenase genes in nitrifying bacteria (Schleper et al., 2005). This discovery
suggests that the Crenarchaeota may be playing a more significant role in the global
cycling of N than thought previously (Schleper et al., 2005; Nicol and Schleper,
2006). Such metagenomic libraries are powerful tools for exploring soil microbial
diversity and will form the basis of future genomic studies that link phylogenetic
information with soil microbial function.

An alternative approach for creating large clone libraries from soil sequences that
allows subsequent profiling of microbial communities is called serial analysis of
ribosomal sequence tags (SARST). In this approach, a region of the 16S rRNA gene
is amplified by PCR, such as the V1 region (variable in sequence between taxo-
nomic groups). Through a series of enzymatic and ligation (linking) steps, the vari-
ous V1 region amplicons are joined together. The resulting concatemers are then
purified, cloned, screened, and sequenced. The sequences of the individual V1
amplicons are deduced by ignoring the linking sequences and analyzing each
sequence tag individually (Neufeld et al., 2004). Several other PCR-based com-
munity analysis methods (see Partial Community Analyses—PCR-Based Assays)
allow DNA fragments to be retrieved in a selective manner and these can then be
cloned using the methods described above.
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DNA SEQUENCING

Significant progress, particularly in working with environmental samples, has
been made since the dideoxy chain termination method for DNA sequencing was
first described by Sanger et al. (1977). The advent of fluorescent dyes, improve-
ments in gel matrix technology, cycle sequencing using a thermal cycler, capillary
systems, use of lasers, and automated gel analysis now allows up to 1100 bases of
sequence to be generated or deduced in a single reaction. Manual sequencing is
extremely time-consuming and is very rarely performed in individual laboratories
any more. It is more cost effective to send sample DNA to a commercial sequenc-
ing facility for analysis.

Part of the usefulness of DNA sequencing lies in determining gene sequences of
unique or important members of a soil community for use in developing more spe-
cific primers and gene probes to address specific ecological questions. Gene
sequences, once obtained, are submitted to and maintained within various databases
such as GenBank (http://www.ncbi.nlm.nih.gov/) or the Ribosomal Database Project
I (http://rdp.cme.msu.edu/html/). GenBank and its collaborating databases, the
European Molecular Biology Laboratory (EMBL; http://www.ebi.ac.uk/embl/)
and the DNA Databank of Japan (DDBJ) reached a milestone recently of contain-
ing 100 billion bases (100 gigabases) of sequence information from over 165,000
organisms, including bacteria, fungi, protozoa, nematodes, and other fauna. The
Ribosomal Database Project II, Release 9.35 (Cole e al., 2005), contains nearly
198,000 aligned and annotated bacterial small subunit (16S) rRNA gene sequences
with updated online analyses. Continued development of databases through
DNA sequencing is essential and is a prerequisite to good primer and probe
design.

STABLE ISOTOPE PROBING

Among the more exciting advances in molecular ecology is the use of stable iso-
tope probing (SIP). This approach allows microbial identity to be linked to functional
activity through the use of substrates labeled with stable isotopes. It has been used to
its best advantage by labeling substrates that are used almost exclusively by the pop-
ulation of interest (Radajewski et al., 2000; Wellington et al., 2003; Dumont and
Murrell, 2005). In this method, a selected substrate is first highly enriched with a sta-
ble isotope, frequently *C or °N, and then incorporated into the soil. After a brief
incubation, cellular components of interest are recovered from the soil sample and
analyzed for the incorporated stable isotope label. In this way, microbes that are
actively using the added substrate can be identified. DNA and rRNA are the bio-
markers used most frequently (Radajewski er al., 2003), although PLFAs have
also been used successfully (Treonis et al., 2004). The isotopically labeled nucleic
acids are purified from unlabeled nucleic acids by density-gradient centrifugation.
Once separated, labeled nucleic acids can be amplified using PCR and universal
primers to Bacteria, Archaea, or Eucarya. Analysis of the PCR products, through
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FIGURE 4.8 Stable isotope probing procedure with associated assays for assessing incorpora-
tion of isotopically labeled substrate into cellular constituents and determining the sequence(s) of bac-
teria that have incorporated the label (Dumont and Murrell, 2005).

cloning and sequencing for example, allows the microbes that have assimilated
the labeled substrate to be identified (Fig. 4.8).

This approach has been applied successfully to study methanotrophs and
methylotrophs (McDonald ef al., 2005) and active rhizosphere communities
through '*C—CO, labeling of host plants (Griffiths et al., 2004). In the latter
approach, information about which microbes are assimilating root exudates under
a given set of environmental conditions can be obtained. Rangel-Castro et al.
(2005) used '3C—CO, pulse labeling, followed by RNA-SIP, to study the effects of
liming on the structure of the rhizosphere microbial community metabolizing root
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exudates in a grassland. Their results indicated that limed soils contained a micro-
bial community that was more complex and more active in using '*C-labeled
compounds in root exudates than were those in unlimed soils. SIP-based
approaches hold great potential for linking microbial identity with function
(Dumont and Murrell, 2005), but at present a high degree of labeling is necessary
to be able to separate labeled from unlabeled marker molecules. This need for
high substrate concentrations may bias community responses. Alternatively, use
of long incubation times to ensure that sufficient label is incorporated increases
the risk of having cross-feeding of '*C from the primary consumers to the rest of
the community, complicating data interpretation. Another complicating factor is
identifying enriched nucleic acids within the density gradient. The point at which
a given nucleic acid molecule is retrieved from the CsCl gradient is a function of
both the incorporation of the heavy isotope and the overall G + C content of the
nucleic acids. Thus, a means to attribute band position in the gradient to either
label incorporation or high G + C content must be devised.

PARTIAL COMMUNITY ANALYSES—
PCR-BASED ASSAYS

PCR involves the separation of a double-stranded DNA template into two strands
(denaturation), the hybridization (annealing) of oligonucleotide primers (short
strands of nucleotides of a known sequence) to the template DNA, and then the elon-
gation of the primer—template hybrid by a DNA polymerase enzyme. During PCR,
each of these steps is accomplished by regulating the heat of the reaction. The
temperature is raised to 92-96°C to denature the template DNA and then lowered
to 42-65°C to allow the primers to anneal to the template. The temperature is then
raised to 72°C or the ideal temperature for the activity of the DNA polymerase
used in the reaction. This cycle is repeated from 25 to 30 times, each cycle dou-
bling the number of products (amplicons) in the reaction (Fig. 4.9). The discovery
of thermal-stable DNA polymerases from organisms such as Thermus aquaticus
(Tag polymerase) has made PCR possible as a standard protocol in laboratories
around the world (Mullis and Faloona, 1987; Saiki et al., 1988) and led to the award
of a Nobel Prize to Kary Mullis in 1993.

The temperatures chosen at each step in the thermal cycling are specific to each
protocol. The annealing step is a critical choice. Lower temperatures are less strin-
gent and may allow base “mismatch” to occur when the primer binds to the tem-
plate. Higher annealing temperatures are more stringent and therefore primers
bind with higher fidelity to their target sequences. The potential target genes for
PCR are many and varied, limited only by available sequence information. The
primers used for soil ecological studies may target specific DNA sequences, such
as those coding for the small subunit (SSU) rRNA genes; sequences of genes
of known function; or sequences that are repeated within microbial genomes
(rep-PCR); or arbitrary primers may be used to generate a PCR “fingerprint.”
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FIGURE 4.9 Mechanics of the polymerase chain reaction. The right depicts the temperature
variation occurring in a thermal cycler during the reaction. The left illustrates how the DNA template
and primers interact to copy the target DNA during the changes in temperature as cycling proceeds.

Primers can be selected to target different levels of taxonomic resolution.
Ribosomal RNA genes are highly conserved and therefore discriminate between
sequences at the genus level or above. Repeat-sequence and arbitrary primers are
used to discriminate at a finer scale, separating isolates at the strain level. Several
oligonucleotides used commonly in PCR fingerprinting and their level of resolu-
tion are listed in Table 4.3. While small subunit rRNA genes are used successfully
in community analysis, they are able to resolve bacterial and archaeal groups only
at higher levels of taxonomic classification.

By far the more common targets for characterizing microbial communities
are the rRNA genes because of their importance in establishing phylogenetic and
taxonomic relationships (Woese et al., 1990). These are the SSU rRNA genes, 16S
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TABLE 4.3 Examples of Primers Used Commonly for Amplifying DNA Extracted from Soil
or to Characterize Soil Bacterial Isolates

Name Target gene Target Reference

27F- 16S rRNA Small subunit ribosomal Lane, 1991

1392R RNA gene

1490F- ITS between 16S  Internal transcribed spacer Navarro et al., 1992;
132R and 23S rRNA Ponsonnet and Nesme, 1994
amoA-1F- amoA Ammonia monooxygenase Rotthauwe et al., 1997
amoA-2R

PolF- nifH Dinitrogenase reductase Poly et al., 2001

PolR

A189- pmoA Particulate methane Horz et al., 2001
A682 monooxygenase

ERIC IR- Repeated Enterobacterial repetitive Versalovic et al., 1991
ERIC 2 elements intergenic consensus sequences

REPIR-  Repeated Repetitive extragenic Versalovic et al., 1994
REP 2 elements palindromic sequences

in Bacteria and Archaea or 18S in Eucarya; the large subunit (LSU) rRNA genes,
23S in Bacteria and Archaea or 28S in Eucarya; or the internal transcribed spacer
(ITS) regions, sequences that lie between the SSU and the LSU genes. Other
defined targets are genes that code for ecologically significant functions, such as
genes that code for proteins involved in nitrogen fixation, e.g., nif H, which
encodes the iron protein of nitrogenase reductase; amoA, which codes for ammonium
monooxygenase, a key enzyme in nitrification reactions; and nirS, which codes
for nitrite reductase, a key enzyme in denitrification reactions.

In any study in which PCR is used, sources of bias must be considered (v.
Wintzingerode et al., 1997). The main sources of bias in amplifying soil community
DNA are: (i) the use of very small sample sizes (typically only 500 mg of soil), which
may represent only a small fraction of the whole soil community; (ii) preferential
amplification of some DNA templates over others due to the greater ease of binding
of DNA polymerase to some sequences over others; and (iii) for amplification of the
rRNA genes, the fact that many bacteria contain multiple copies of these operons
(e.g., Bacillus and Clostridium species contain 15 copies), hence sequences from
such species will be overrepresented among the amplification products. In addition,
chimeras, composed of double-stranded DNA in which each strand was derived from
a different organism rather than a single organism, may be generated. This latter
problem is sometimes a consequence of using too many cycles in the PCR.
Acknowledged biases associated with PCR are generally why diversity indices
calculated from the results of PCR-based experiments may not be very robust and
their use is not encouraged.

An advance in PCR analysis that allows specific gene targets to be quantified
is quantitative PCR (qPCR), also called real-time PCR. qPCR is a method that
employs fluorogenic probes or dyes to quantify the number of copies of a target
DNA sequence in a sample. This approach has been used successfully to quantify
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target genes that reflect the capacity of soil bacteria to perform given functions.
Examples include the use of ammonia monooxygenase (amoA), nitrite reductase
(nirS or nirK), and particulate methane monooxygenase (pmoA) genes to quan-
tify ammonia-oxidizing (Hermansson and Lindgren, 2001), denitrifying (Henry
et al., 2004), and methanotrophic (Kolb et al., 2003) bacteria, respectively, in soil
samples. qPCR coupled with primers to specific ITS or rRNA gene sequences has
also been used to quantify ectomycorrhizal (Landeweert et al., 2003) and
endomycorrhizal fungi (Filion ef al., 2003) as well as cyst nematodes (Madani
et al., 2005) in soil.

ELECTROPHORESIS OF NUCLEIC ACIDS

Amplified PCR products are visualized most often by running samples in an
electrophoretic gel; staining the DNA within the gel with ethidium bromide, SYBR
Green I, or another fluorescent dye with a high-affinity binding to DNA; and view-
ing the stained, separated PCR products under UV light. Nucleic acids are nega-
tively charged and will run to the positive pole in an electric field. The gel matrix
provides resistance to the movement of nucleic acids through it by virtue of the
pore sizes within the gel, such that DNA fragments of smaller size will move
through the matrix faster than those of a larger size. A standard molecular weight
marker is typically run along with samples to enable the size of PCR products to be
assigned during gel analysis. The analysis of the amplified products is based on the
presence and pattern of DNA bands of various sizes contained in the gel matrix.

Agarose is the most popular medium for electrophoretic separation of medium-
and large-sized nucleic acids. Agarose has a large working range, but poor resolu-
tion compared with polyacrylamide. Depending upon the agarose concentration
used, nucleic acids between 0.1 and 70 kb in size can be separated. Polyacrylamide
is the preferred matrix for separating proteins, single-stranded DNA fragments
up to 2000 bases in length, or double-stranded DNA fragments of less than 1 kb.
Polyacrylamide gels have excellent resolving power as they separate macromole-
cules on the basis of configuration in addition to the more commonly exploited
characteristics of size, charge, and G + C content. This shape-dependent mobility
forms the basis of a suite of techniques that exploit inter- and intrastrand nucleotide
interactions and can be used to screen amplified DNA rapidly for very fine-scale
sequence differences. These techniques include single-strand conformation poly-
morphism (Dewit and Klatser, 1994), denaturing (or temperature) gradient gel elec-
trophoresis (DGGE or TGGE) (Muyzer and Smalla, 1998), and heteroduplex
mobility assays (Espejo and Romero, 1998). Because the electrophoretic mobility of
nucleic acids using these techniques is highly sequence dependent, these tech-
niques are often used in studies of genetic diversity.

PCR FINGERPRINTING

PCR fingerprinting can be accomplished by several different methods, all of
which are aimed at distinguishing differences in the genetic makeup of microbial
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populations from different samples. The advantage of these techniques is that they
are rapid in comparison with sequencing methods, thus enabling high sample
throughput, and can be used to target sequences that are phylogenetically or func-
tionally significant. Depending on the primers chosen, PCR fingerprints can be
used to distinguish between isolates at the strain level or to characterize target
microbes at the community level. The more common PCR fingerprinting tech-
niques in use today for characterizing soil microbial community composition are
DGGE or TGGE (Muyzer and Smalla, 1998) and terminal restriction fragment
length polymorphism (T-RFLP) analysis (Liu et al., 1997; Clement et al., 1998).
Both techniques can be used to separate PCR products that are initially of a similar
length by employing additional methods to separate the amplicons into a greater
number of bands that are then used for community comparisons.

DGGE and TGGE are identical in principle (Fig. 4.10). Both techniques impose
a parallel gradient of denaturing conditions along a polyacrylamide gel. Double-
stranded DNA (dsDNA) PCR amplicons are loaded in wells at the top of the gel and,
as the DNA migrates, the denaturing conditions of the gel gradually increase. In
DGGE, the denaturant is typically urea; in TGGE it is temperature. Because native
dsDNA is a compact structure, it migrates faster than partially denatured DNA. The
sequence of a fragment determines the point in the gradient gel at which denaturation
will start to retard mobility. Sequence affects duplex stability by both percentage
G + C content and neighboring nucleotide interactions (e.g., GGA is more stable
than GAG). The resulting gel yields a ladder of bands in each lane characteristic of
the DNA extracted and amplified from the original sample. There is not a direct
correspondence between bands in the DGGE gel and organism diversity, however.
Sequences amplified from the DNA of different organisms may have similar melt-
ing properties in the presence of the denaturant and thus occupy the same band in
the denaturing gel. DNA fragments cloned from different bands may yield as many
different sequences as clones analyzed. Since there is not a one-to-one correspondence
between bands and taxa, the bands are referred to as operational taxonomic units
(OTUs). The OTUs form the basis of similarity and multivariate analyses of data
derived from various soil communities.

While the power of DGGE and TGGE to detect PCR amplicon diversity within
a single gel is high, the sensitivity of the technique to variations in experimental
conditions makes comparisons between gels very difficult. These techniques are
therefore of greatest use in a preliminary screening to aid recognition of sample
diversity. The resolving power of these and other gel-based analyses is limited by
the number of bands capable of “fitting” and being counted as individual bands on a
single gel. In practice, no more than 100 distinct sequence types may be resolved
despite the potential for single base-pair sensitivity. An important advantage that
DGGE analysis has over T-RFLP (see below) is that PCR amplicons of interest that
are resolved on a DGGE gel can be excised from the gel, reamplified, cloned, and
sequenced, thereby obtaining taxonomic and/or phylogenetic information about
amplifiable members of the soil community. For phylogenetic assignment of cloned
sequences, variable regions within the SSU rRNA genes are amplified. An important
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FIGURE 4.10 (A) Schematic representation of the denaturing gradient gel electrophoresis
(DGGE) technique. In DGGE, the forward primer (f318) is tagged with a GC clamp to prevent the
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turing gradient gel and run in an electric field, the products separate according to their total ratio of A:T
vs G:C base pairs and the locations of these base pairs relative to each other (with permission from
R. Kantety, Alabama A&M).

disadvantage of the gradient gel approach is that the amplicon size must be restricted
to under 600 bp in length to optimize separation within the gel matrix. Therefore,
full-length rRNA gene sequences cannot be recovered using these methods. DGGE
and TGGE are now being applied frequently in soil microbial ecology to compare
the structures of complex microbial communities and to study their dynamics.
T-RFLP analysis, as in DGGE analysis, begins with amplifying soil commu-
nity DNA using targeted primers, but with the key differences that one or both
primers are labeled with a fluorochrome(s) and that resulting amplicons are cut
with restriction enzymes to create DNA fragments of varying size, fluor-labeled at
either the 5’ or the 3’ end (Fig. 4.11). These terminal fragments are then sized against
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FIGURE 4.11 Schematic representation of the terminal restriction fragment length polymor-

phism (T-RFLP) technique. In T-RFLP, nearly the entire 16S rRNA gene is targeted with the primers
27 and r1492. The forward primer is tagged with a fluorochrome to facilitate length assignment of the
terminal fragment after the amplified products are cut with a restriction endonuclease. The final step is
to run the enzyme-digested products on a DNA sequencer, which will detect and report the lengths of
all of the fluorochrome-labeled terminal fragments (with permission from R. Kantety, Alabama A&M).

a standard molecular size marker using automated DNA sequencing techniques. The
resulting electropherogram (peaks representing the sizes of the terminal restriction
fragments, TRFs) is used as a DNA fingerprint characteristic of the soil community
sampled. Resulting TRF sizes are analogous to bands on a DGGE gel and are also
referred to as OTUs, since any one terminal fragment size is not restricted to any
taxonomic group per se (Liu et al., 1997; Griintzig et al., 2002). TRF profiles are
compared subsequently between samples by use of similarity matrices and multi-
variate statistics.

Although first described in 1997, there are now over 600 studies employing
this technique of which over 100 report its use for the analysis of soil microbial
communities. Liu ez al. (1997) used T-RFLP to characterize microbial diversity
within bioreactor sludge, aquifer sand, and termite guts. Other studies have
applied the technique to compare rhizosphere microbial communities colonizing
transgenic and nontransgenic plants (Devare et al., 2004), the effects of soil
management on fungal community composition (Edel-Hermann et al., 2004), and
the effects of heavy metals on bacterial communities (Turpeinen et al., 2004),
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TABLE 4.4 Comparison of the Number of Operational Taxonomic Units Generated by Four
Different Molecular Community Analysis Methods for Each Sample® (Jones and Thies, in press)

Method
DGGE T-RFLP ARISA 2D-PAGE
(bands) (peaks) (peaks) (spots)
Soil type Sample 1 2 1 2 1 2 1 2
Low Zn 1 23 22 83 93 115 131 294 289
2 27 28 89 98 154 140 349 336
Medium Zn 1 23 29 62 61 151 146 356 359
2 34 32 53 58 152 141 333 305
High Zn 1 38 37 60 76 126 131 257 266
2 31 32 60 66 138 137 281 291

“Samples are divided into analytical replicates 1 and 2 for each method.

among many other applications. This technique need not be restricted to studying
the 16S rRNA gene. T-RFLP can be used as a quick screen for any gene for which
specific primers can be devised to look at differences between communities in
environmental samples, such as nifH to compare populations of nitrogen-fixing
bacteria or amoA to study ammonia-oxidizing bacterial populations in soil (Thies,
in press). The main drawback of the use of this approach is the inability to char-
acterize TRFs further or obtain sequence information, as the sample is lost shortly
after it is sized. However, once profiles are compared, the original PCR products
from samples of interest can be used for cloning and sequencing experiments as
described above.

T-RFLP often yields a higher number of OTUs for use in comparative analyses
than DGGE (Table 4.4). However, all of these techniques yield numbers of OTUs
that do not come close to the estimates of extant diversity in soil populations as
estimated by DNA:DNA reassociation kinetics (discussed previously). Hence, we
are still viewing the tip of the iceberg as far as characterizing soil microbial diver-
sity with these higher throughput DNA fingerprinting techniques.

A new approach, which combines gel separation of PCR amplicons of the ITS
regions by size in a nondenaturing gel and then by melting characteristics in a second,
denaturing gel has been developed (2D-PAGE; Jones and Thies, in press). This
approach yields an order of magnitude greater number of OTUs than DGGE alone
and three times the number of OTUs obtained by use of T-RFLP or automated
ribosomal intergenic spacer analysis (ARISA) (Table 4.4). The disadvantage of
this technique is that it is more laborious, therefore it does not lend itself to high
sample throughput. Yet, its improved ability to discriminate between soil commu-
nities and retrieve sequence information make it a powerful technique for eluci-
dating key differences in community structure between studied samples.
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Several additional PCR fingerprinting techniques target the ribosomal gene
sequences. Ribotyping makes use of differences in the chromosomal positions
or structure of rRNA genes to identify or group isolates of a particular genus or
species. Ribotyping has been shown to be reproducible and hence has gained pop-
ularity for isolate fingerprinting and has found use in bacterial source tracking and
other studies in which the similarity of isolates obtained from different samples
needs to be compared. The most frequently used ribotyping method is to identify
RFLPs of rRNA genes by probing a Southern transfer of genomic DNA that has
been hydrolyzed with an endonuclease. In ARDRA, rRNA gene sequences are
amplified. In ARISA, the ITS region is amplified. PCR amplicons resulting from
use of both methods are hydrolyzed subsequently with restriction enzymes and
the resulting variations in restriction fragment sizes are analyzed on a gel. Bands
in the gel are again termed OTUs and similarities and differences between the fin-
gerprints from different samples are analyzed using multivariate techniques. Use
of ARISA may yield more OTUs from a given sample, but as the number of bands
on the gel increases, so does the difficulty one has in resolving individual bands in
the analysis.

SIMILARITY ANALYSES

The successful application of molecular techniques to population studies, par-
ticularly those based on the analysis of DNA or RNA in a gel matrix, relies heavily
on the correct interpretation of the banding or spot patterns observed on elec-
trophoretic gels. Gel images are typically digitized and band detection software is
used to mark the band locations in the gel. The resulting band pattern is then exported
to a statistical software package for analysis. Some analyses require that the fin-
gerprint patterns obtained are first converted to presence/absence matrices; although
average band density data are also used. The matrices generated are then compared
using cluster analysis, multidimensional scaling, principal component analysis,
redundancy analysis, canonical correspondence analysis, or additive main effects
multiplicative interaction model, among others. Each analysis will allow community
comparisons, yet each has associated strengths and weaknesses. There are a num-
ber of software packages available that will enable one to compare and score PCR
fingerprints and produce similarity values for a given set of samples. Software pack-
ages, such as BioNumerics and GelCompar (Applied Maths, Kortrijk, Belgium),
Canoco (Microcomputing, Ithaca, NY, USA), and PHYLIP (freeware via GenBank
and the RDPII), among others, are used commonly.

LEVEL OF RESOLUTION
Genes change as they acquire fixed mutations over time. The number of differ-

ences between two homologous sequences reflects both the evolutionary rate of
the sequences and the time separating them, in other words—how long it has been
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since they had a common ancestor. Consequently, different sequences need to be
selected to resolve variation at different taxonomic levels. In general, noncoding
DNA evolves faster than transcribed DNA, since it is under no selection pressure
to remain unchanged; therefore, intergenic spacer regions evolve more rapidly
than other sequences. Next is the “wobble” position of protein-coding genes, and
slowest to change are the structural rRNA genes. The information that can be
obtained from the use of molecular approaches depends on the analysis technique
chosen. The level of resolution required, coupled with study aims, will largely
guide the choice of technique used for a given study (Fig. 4.3).

OTHER FACTORS THAT MAY AFFECT
MOLECULAR ANALYSES

SAMPLE HANDLING

Any study of soil microbial ecology requires that we consider the spatial and tem-
poral interactions of potential reactants such as soil type and moisture content.
Hence, the time, location, season of sampling, sample volume, mixing, compositing,
and replication are all important for deriving meaningful data (see Chap. 3). Since
all samples are by their nature small volumes on which measurements are taken to
represent the whole soil, scaling errors can occur frequently. For molecular analy-
ses, it is critical that representative samples are taken, that samples are protected
from change between the field and the time they are analyzed in the laboratory,
and that samples are not contaminated either by inadvertent mixing with each
other or by coming in contact with other samples during handling, transport, and
analysis. To avoid altering the composition of the microflora prior to analysis, soil
samples should be stabilized as soon as practicable. For molecular measures, soil
should be frozen immediately at —20°C and processed within several weeks of
sampling. If analyses will be significantly delayed, soil should be stored at —80°C.
Unlike sampling for soil chemical and physical parameters, soil drying should be
avoided entirely when intended for analyzing microbial populations.

SOIL CHEMICAL FACTORS

Among the key chemical factors that may interfere with molecular analysis of
soil communities are soil constituents with cation and anion exchange capacity, such
as humic acids, clays, and soil organic matter (SOM). Clay minerals and SOM
possess a net negative charge. Individual, negatively charged clay particles in a
moist soil will be surrounded by hydrated cations, which create a localized zone
of positive charge. This will attract microorganisms, which possess a net negative
charge at the pH of most soil habitats. Binding of bacteria to solid surfaces through
such ionic interactions makes it difficult to separate both cells and DNA/RNA
released from cells from the soil matrix. Soil type has a significant influence on
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DNA/RNA extraction efficiency. Nucleic acid extraction may be particularly prob-
lematic from soils with high clay, organic matter, and/or humic contents. Effective
removal of humic acids is often required prior to quantifying or amplifying DNA.

Humic substances inhibit 7ag DNA polymerase in the PCR, interfere with
restriction enzyme digestion, and reduce transformation efficiency during cloning
and DNA hybridization specificity. Humic substances are difficult to remove as they
remain soluble under conditions similar to those of DNA; hence, direct extraction
of DNA may require an additional purification step to obtain DNA of sufficient
purity for downstream assays. Use of polyvinylpyrrolidone may help to remove
SOM from the cell preparations. Subsequent cesium chloride density gradient cen-
trifugation yields DNA of high quality. Despite their effectiveness, these procedures
are too labor intensive for use in large experiments. DNA extraction Kits are available
that include improved DNA clean-up steps and yield higher quality DNA extracts
with fewer impurities that affect downstream DNA analyses.

The presence of humic acids and SOM also interferes with fluorescence
microscopy. Nonspecific background fluorescence caused by binding of dyes to
charged particles makes it difficult to resolve and quantify soil microorganisms. If
microscopic images will be subject to image analysis, it also becomes difficult to
“train” the software to separate cells from inorganic particles and produce an
accurate count.

SAMPLING SCALE

High spatial heterogeneity of soil influences the diversity of microbes and their
function. Spatial heterogeneity in soil microbial communities occurs at many
scales, from soil particles (e.g., soil microaggregates) to the plant rhizosphere, to
field plots, and to the ecosystem and global levels. In order to improve our knowl-
edge of how microbial community structure influences ecosystem function, we
must obtain more quantitative knowledge of the interaction between microbes,
plant residues, and soil management at a variety of spatial scales.

SUMMARY

We have come a long way in developing our understanding of microbial ecology,
but have many milestones yet to meet. Molecular tools offer unparalleled oppor-
tunities to characterize microbes in culture and directly from field soils. These
tools are allowing us to ask questions at much larger geographic scales than has
been possible previously. We are now able to examine such issues as how micro-
bial populations vary across soil types and climatic zones, in association with
plant roots and between various plant species, and in response to soil management
or soil pollution. We are now just seeing the tip of the iceberg in terms of soil
microbial diversity with the use of molecular approaches. The amount of work
that remains is daunting, yet exciting as so much remains to be discovered. Recent
techniques developed for the study of microbial populations, such as T-RFLP and
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DGGE, allow access to the very large proportion of organisms that are present in
the soil and which remain unculturable under laboratory conditions. Other tech-
niques, such as RFLP analysis of isotopically labeled, amplified nifH, amoA,
nirS, and pmoA sequences or SIP will allow us to target, with high specificity,
organisms or groups of organisms responsible for specific functions in soil, par-
ticularly those involved in key transformations in the C, N, and S nutrient cycles.
These types of technical developments open new horizons of research and appli-
cations that will allow a far more complete and less biased view of microbial
diversity and function in soils.
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INTRODUCTION

Living organisms form three major domains: Bacteria and Archaea, collec-
tively termed prokaryotes, and the Eucarya or eukaryotes. Eukaryotic soil organ-
isms, including microorganisms, are discussed in Chaps. 6 and 7. Prokaryotes are
distinguished from eukaryotes by the absence of a unit membrane-bound nucleus
and, usually, the lack of other cell organelles. Ribosomes in prokaryotes are smaller
(70S) than in eukaryotes (80S) and no eukaryote is able to fix atmospheric N,. The
endosymbiotic theory (Margulis, 1993) proposes that the mitochondria and chloro-
plasts of eukaryotic cells originated as symbiotic prokaryotic cells. The presence
of bacterial, circular, covalently closed DNA and 70S ribosomes in mitochondria
supports this theory. Despite the apparent, relative simplicity of prokaryotic cells,
as a group they have the greater taxonomic and functional diversity. Globally,
organic C in prokaryotes is equivalent to that in plants and they contain 10-fold
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more N. They also possess the most efficient dispersal and survival mechanisms.
As a consequence, prokaryotes are of enormous importance in creating, maintaining,
and functioning of the soil. The aim of this chapter is to provide an overview of
the taxonomy and characteristics of soil prokaryotes and show their importance
both for prokaryote growth and activity and for soil function.

PHYLOGENY

CULTIVATED ORGANISMS

Historically, prokaryotes were classified on the basis of their phenotypic
(observable) characteristics. Prokaryotic taxonomy therefore involved measuring
a large number of characteristics, including morphology and biochemical charac-
teristics (e.g., ability to grow on different substrates, cell wall structure, antibiotic
sensitivities, and many others). This contrasts with classification of eukaryotic
organisms, for which phylogenetic (evolution-based) classification was possible
through the availability of fossil evidence.

A major revolution occurred with the realization that evolutionary relationships
could be deduced on the basis of differences in gene sequence. The most important
gene for prokaryote phylogeny is the 16S ribosomal RNA (rRNA) gene, which is
present in all cells. The gene is approximately 1500 bases in length and possesses
regions in which sequences are conserved, facilitating sequence alignment, and vari-
able and hypervariable regions, which enable different organisms to be discrimi-
nated from one another. Genetic distance, calculated by quantitative comparison
of sequence differences between organisms, allows evolutionary distance to be
estimated.

A major discovery arising from this approach (Woese et al., 1990) was that
prokaryotes consist of two major domains, the Archaea and the Bacteria, which
are as distant from each other as each is from the Eucarya (Fig. 5.1). The major

Bacteria Archaea Eucarya
" Animals
Green Entamoebae  Silme
non-sulfur molds
bacteria Euryarchaeota Fungi
Methanosarcina
Gram Cren- Methano- Halophiles Plants
Purple POSItiVeS [ archaeota  bacterium Cillates
Methan-

bacteria

Cyanobacteria

Flavobacteria Flagellates

Trichomonads
Thermotogales

Microsporidis
Diplomonads

FIGURE 5.1 The universal tree of life constructed by analysis of sequences of small subunit
rRNA genes (with permission from Wheelis et al., 1992).
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bacterial groups are shown in Figs. 5.1 and 5.2; the major archaeal groups are
shown in Fig. 5.1. Each group in these domains is discussed in more detail below.
This approach also led to a reanalysis and reappraisal of classification within the
Archaea and Bacteria, and major divisions are presented in Tables 5.1 and 5.2.
The 16S rRNA gene, while useful in defining high-level taxonomic groups, is less
useful for fine-scale resolution. This requires analysis of other genes or alternative
methods, e.g., DNA-DNA hybridization, comparison of sequences of several
genes or of whole genomes, and comparison of proteins (see Chap. 4).

UNCULTIVATED ORGANISMS

Molecular phylogeny was initially based on prokaryotes that could be cultivated
in the laboratory, making 16S rRNA gene sequencing relatively easy. However,
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FIGURE 5.2 The major phylogenetic divisions within the Bacteria determined by analysis of
16S rRNA gene sequences. Unshaded segments represent groups with cultivated representatives, although
many of these have very few such representatives. Shaded segments represent sequences obtained by
direct amplification of 16S rRNA genes from environmental DNA, without a cultivation step (with
permission from Hugenholtz et al., 1998).



TABLE 5.1

Characteristics of Bacterial Phylogenetic Groups with Cultivated Representatives

Environmental origin

Metabolism

Other characteristics

Examples

Aquificales
Thermodesulfobacterium
Thermotogales
Coprothermobacter
Dictyoglomus

Green nonsulfur bacteria
and relatives

Actinobacteria (high G + C
gram-positives, including
actinomycetes)

Planctomycetes

Chlamydia

Verrucomicrobia

Nitrospira

Acidobacterium

Synergistes

Extreme environments (hot,
sulfur pools, thermal vents)

Thermal vents

Hot vents and springs;
moderate pH and salinity

Anaerobic digesters,
cattle manure

Hot environments

Wide range but few
cultured

Soil, some are pathogens

Soil and water

Intracellular parasites

Freshwater and soil;

few cultured

Soil and aquatic
environments

Wide range of environments,
including soil

Anaerobic environments
(termite guts, soil,

anaerobic digesters)

Microaerophilic; chemolithotrophic; can oxidize

hydrogen and reduced sulfur

Sulfate reducers; autotrophic or
organotrophic; anaerobic

Sulfur reducers; organotrophic;
some produce hydrogen

Heterotrophic, methanogenic,
sulfate reduction

Chemoorganotrophic

Anoxygenic photosynthesis (Chloroflexus);
organotrophic (Thermomicrobium)

Aerobes, heterotrophic—major role
in decomposition

Obligate aerobes

Heterotrophic

Autotrophic nitrite oxidizers,
facultative heterotrophs

Acidophilic or anaerobic
(very few cultured)

Anaerobic

Motile rods; gram-negative
cell wall

Prominent cell envelope
Rod-shaped cells
Degrade xylan
Gram-positive, includes

mycelial forms

Flagellated swarmer cells;
budding bacteria, ovoid,
holdfast, cell wall lacks murein

No peptidoglycan

Spiral shaped

Agquifex aeolicus
Thermodesulfobacterium
hydrogeniphilum
Thermotoga maritima
Coprothermobacter platensis
Dictyoglomus thermophilum

Chloroflexus, Herpetosiphon,
Thermomicrobium roseum

Planctomyces, Pasteuria,
Isocystis pallida

Chlamydia psittaci, Trachomatis

Nitrospira

ccl



Flexistipes

Cyanobacteria

Firmicutes (low G + C
gram-positive)

Fibrobacter

Green sulfur bacteria

Bacteroides—Cytophaga—
Flexibacter group

Thermus/Deinococcus

Spirochetes and relatives
(spirochetes and
leptospiras)

Fusobacteria

Proteobacteria

Animals

Aquatic but found in soil

Soil, water, some are
pathogens

Anaerobic and sulfur-
containing muds, fresh
water and marine
Wide variety, including
soil, dung, decaying
organic matter

High-temperature environ-
ments, nuclear waste

Wide range

Pathogens

“Classical” gram-negative
bacteria

Oxygenic, photosynthetic; some fix N,

Aerobic or anaerobic (rarely
photosynthetic)

Photosynthetic; anaerobic;
autotrophic (S oxidation) or
heterotrophic

Aerobic, microaerophilic or facultatively
anaerobic, organotrophs, some

strict anaerobes

(Bacteroides)

Chemoheterotrophic

Anaerobic

Heterotrophs; chemolithotrophs;
chemophototrophs; anaerobic (most)
or aerobic; some photosynthetic;
some fix N

Spiral shaped

Gliding; unicellular, colonial
or filamentous

Cocci or rods; includes
endospore formers

Nonmotile

Gliding (Cytophaga), gram-
negative, rods, some
pleomorphic, some helical,
unbranched filaments

Coccoid, rods; radioresistant or
thermophilic; thick cell wall
Motile with flagellum; long,
helical, coils; gram-negative

Gram-negative cell wall

Often motile (flagella or gliding);
gram-negative cell wall
structure

Aphanocapsa, Oscillatoria, Nostoc,
Synechococcus, Gleobacter,
Prochloron

Clostridium peptococcus,
Bacillus, Mycoplasma

Chlorobium, Chloroherpeton

Flavobacterium,
Sphingobacterium, Cytophaga,
Saprospira bacteroides,
Prevotella, Porphyromonas

Deinococcus radiodurans,
Thermus aquaticus

Spirochaeta, Treponema,
Borrelia, Leptospira, Leptonema

Rhizobacterium, Agrobacterium,
Rickettsia, Nitrobacter,
Pseudomonas, Nitrosomonas,
Thiobacillus, Alcaligenes, Spirillum,
Nitrosospira, Legionella (some),
Beggiatoa, Desulfovibrio,
Myxobacteria, Bdellovibrio

Some groups are represented by many cultivated organisms. In general, these are found in a wide range of habitats and exhibit a diversity of physiological and morphological
characteristics. Other groups are represented by very few cultivated strains and the range of environments and physiologies listed above is likely to expand as additional environments are
explored and isolation techniques improve.

€cl
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CHAPTER 5

TABLE 5.2 Characteristics of Archaeal Phylogenetic Groups

THE PROKARYOTES

Environmental Other
origin Metabolism characteristics Examples
Euryarchaeota
Extreme Salt lakes Heterotrophic; Require salt for Halobacterium,
halophiles aerobic; growth, cell walls Natronobacterium
nonphotosynthetic ~ and enzymes
phosphorylation stabilized by Na™
Methanogens Swamps, Anaerobic;generate Methanobacterium,
marshes, methane; fix CO,; Methanospirillum,
marine electrons from Methanococcus
sediments, hydrogen
guts, sewage
treatment
Sulfur- Hydrothermal —Anaerobic sulfur Polar flagella Thermococcus
metabolizing vents oxidizers, pyrococcus
thermophiles thermophiles, archaeoglobus
heterotrophs,
methanogens,
sulfate reducers
Crenarchaeota
Hypothermophiles Hot sulfur rich Oxidize elemental ~ Some lack cell wall, Thermoplasma
environments  sulfur, aerobic or e.g., Thermoplasma; sulfolobus,
(hot springs,  anaerobic group includes Acidothermus
thermal vents) Thermus aquaticus — pyrodictium
occultum
Nonthermophilic ~ Soil, marine One strain
crenarchaeotes cultivated
Korarchaeota/ Hot springs None cultivated
Xenarchaeota
Nanoarchaeota Hot vents Symbiont of Coccoid; <400 nm  Nanoarchaeum
Archaea in diameter equitans

there was considerable evidence that numbers of organisms appearing on soil iso-
lation plates were several orders of magnitude lower than total cell numbers, deter-
mined by microscopy and other methods (Torsvik et al., 1996). This suggested that
knowledge of natural communities might be limited. The next revolution in micro-
bial taxonomy confirmed this suspicion. It arose through the development of tech-
niques for amplification, using the polymerase chain reaction, of 16S rRNA genes
directly from DNA extracted from soil, without any intervening cultivation steps
(Pace et al., 1986). Analysis of these sequences led to several major discoveries:

1. the existence of high-level, novel taxonomic groups with very few or no
cultivated representatives;
2. high abundance of these groups in many soil environments;
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3. tremendous diversity within taxonomic groups established on the basis of
cultivated organisms;
4. the existence of novel subgroups within these established groups.

The outcome of molecular studies is illustrated in Fig. 5.2, which shows
40 high-level groups within the bacterial domain. Only ca. 50% of these groups have
representatives in laboratory culture and representation is often low. Although not
without disadvantages, molecular approaches have now replaced cultivation-based
techniques for characterizing soil microbial communities (see Chap. 4). Their value
has increased as sequence databases have expanded, which has enabled organisms
to be putatively identified and compared between environments. Their use has also
introduced new questions and challenges and has influenced our view of the ecology
and role of soil microorganisms. For example, organisms that were previously
considered to be “typical” soil organisms (bacilli, pseudomonads, actinobacteria)
are often found at relatively low abundance, while some of the novel, “yet-to-be-
cultured” organisms are ubiquitous and present at high relative abundance (e.g.,
planctomycetes; Rappe and Giovannoni, 2003). Similarly, Archaea were considered
to be extremophiles, adapted to conditions atypical of most soils (high temperature,
high salt concentration, acid, or anaerobic). It is now known that members of the
Crenarchaeota typically represent 1-2% of temperate soil prokaryote communities,
but have not yet been cultivated (Buckley and Schmidt, 2003). The lack of avail-
ability of cultivated representatives of these organisms denies us knowledge of their
physiological characteristics and potential, and we can therefore only speculate on
their role in soil. This has two implications for future studies—the need to develop
methods for cultivating these organisms and/or the need to develop additional
molecular approaches, or at least cultivation-independent approaches, to establish
their ecosystem function in situ.

PHYLOGENY AND FUNCTION

Molecular characterization of microbial communities would be of enormous value
if the presence of a particular sequence or organism could be related unambiguously
to its function in the soil. In some cases, phylogenetic groupings are informative.
For example, all bacilli form resistant spores and the majority of rhizobia fix N,.
However, individual taxonomic groups can display considerable physiological
versatility, and many functional characteristics are distributed among varied and
evolutionarily distant groups. In addition, we know little of the physiological
characteristics of novel groups and subgroups.

Even if cultivated representatives of all phylogenetic groups were available, a
number of other issues must be considered for prokaryotes. The ordering and naming
of hierarchical groups largely follow those for higher organisms, with the species
as the basic unit of classification. For higher organisms, the species is defined through
the Biological Species Concept and the ability of members within a species to inter-
breed and inability to breed with members of other species (Cohan, 2002). The
lack of sexual reproduction mechanisms in prokaryotes prevents application of
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this concept, with methodological and conceptual implications for our under-
standing of the development of distinct phylogenetic groups, evolution, and diversity.
Prokaryotes can transfer genes by “lateral (or horizontal) gene transfer” (see Cell
Structure), which bypasses standard evolutionary processes (mutation and selection),
which can have an enormous influence on microbial community structure and activ-
ity. The most obvious example of this is the spread of plasmid-borne antibiotic
resistance under selective pressure. Lateral gene transfer is not uncommon, par-
ticularly in highly active regions of the soil such as the rhizosphere. Nevertheless, all
members of a particular (cultured) taxonomic unit (e.g., species) have many phe-
notypic characteristics in common and this can help in relating their presence to
their ecosystem function.

In describing the characteristics of prokaryotes, we will necessarily focus on
established, cultivated groups, highlighting the ecological relevance of these char-
acteristics and demonstrating importance through species diversity and functional
diversity and assessing the extent to which these can be related. Understanding the
characteristics of the “significant majority” of other prokaryotes awaits new tech-
niques for their isolation and/or cultivation-independent analysis.

GENERAL FEATURES OF PROKARYOTES

The majority of prokaryotes are smaller than eukaryotes and cell size per se has
significant influence on their ecology, methods of their study, and perceptions of
their importance. Prokaryotic cells are in the order of several micrometers in length
or diameter, although there are notable exceptions (Schulz and Jorgensen, 2001).
The fact that bacteria cannot be seen with the naked eye fools many into believing
that they are not important in soil processes and leads to approaches in which
prokaryotes are treated as a “black box,” with little consideration of their enor-
mous species richness and diversity. Microscopic size also makes observational
studies difficult and leads to study of populations or communities, rather than
individuals, and to estimating characteristics (e.g., cell concentrations) on the
basis of properties of samples.

Small size is associated with high surface area:volume ratio, which explains, in
part, the ability of prokaryotes to sequester nutrients at extremely low concentra-
tions. Cells are in intimate contact with their physical and chemical environment.
Although homeostatic mechanisms exist for maintaining internal solute concen-
trations and pH, prokaryotes respond much more rapidly to, and are influenced more
by, changes in environmental conditions than the more complex cells of eukaryotes.
This, in turn, necessitates greater consideration of microenvironments or micro-
habitats and the physicochemical characteristics of the environment immediately
surrounding the cell. The 1-10 pm scale will be of greater significance for growth
and activity of unicellular organisms than for bulk soil properties. Again, this has
methodological implications. Small size also influences the distribution and move-
ment of organisms. For example, prokaryotes are able to penetrate and colonize
small soil pores, potentially protecting them from predation.
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CELL STRUCTURE

UNICELLULAR GROWTH FORMS

Cell shape depends on internal turgor pressure acting against cell wall compo-
nents, whose elasticity varies during cell growth. These interactions can be used to
explain the differences between rod-shaped and coccoid cells and some of the more
detailed aspects of cell shape and morphology. In addition, there is increasing evi-
dence for the involvement of an actin-like skeleton controlling cell growth and
shape in bacterial cells. In fact, unicellular bacteria exhibit a wide range of cell forms,
including spiral cells, vibrios, pleomorphic cells, stalked cells, “bacteroids,” and even
square bacteria. Archaea also exhibit a range of unusual growth forms, although
the mechanisms generating and ecological significance of these forms are unclear.

The shape, form, and size of prokaryotic cells are important characteristics when
considering the ecology of bacteria in the soil. Nutrient uptake will be determined,
to some extent, by the surface area:volume ratio for a cell. This factor has been shown
to contribute to the ability of spiral-shaped bacteria (e.g., Spirillum) to outcompete
rod-shaped pseudomonads under conditions of substrate limitation. Shape and size
may also be important in susceptibility to predation, with evidence that protozoa
and flagellates choose prey partly on the basis of these factors.

Bacterial shape and size are not fixed and, for Escherichia coli, cell volume can
vary 27-fold depending on growth rate. In addition, many bacteria take on differ-
ent forms depending on environmental conditions. A striking example is the
N,-fixing rhizobia, which form nodules on the roots of leguminous crops (Chap. 14).
Initial contact with the plant root is through attraction to the root of flagellated,
motile, rod-shaped bacteria. After infection, flagella are shed and bacteria form
swarmer cells. Rapid division of these cells leads to formation of infection threads
and then nodules that contain masses of Rhizobium cells, the majority of which are
misshapen bacteroids, with bulging cell walls and unusual morphologies. Another
example is Arthrobacter, commonly isolated from the soil, which grows as rod-
shaped blue cells at high growth rates and as coccoid purple cells under nutrient-
limiting conditions.

These effects are accentuated in starving cells and the transition from growth to
starvation is frequently associated with a significant decrease in cell size, changes in
cell characteristics (Fig. 5.3), rapid turnover of cell material, a decrease in ribosome
number, and expression of a suite of starvation genes (Kjelleberg, 1993). Many of
these genes encode high-affinity nutrient uptake systems with broad substrate speci-
ficity. These enable cells to sequester a wider range of substrates at low concentra-
tions, giving them an advantage over organisms that, under conditions of nutrient
excess, have much greater maximum specific growth rates. Starved forms are resistant
to environmental stress and, although not as resistant as bacterial endospores, starved
vegetative cells can survive better than growing cells. Direct observation of prokary-
otic cells in soil indicates that many are much smaller than typical laboratory-grown
organisms, with significant proportions of cells passing through 0.4pum pore size
filters. There is evidence that these cells are less able to grow in laboratory culture.
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FIGURE 5.3 Changes in (A) morphology, (B) viability, and (C) RNA synthesis (in the presence
and absence of chloramphenicol) in Vibrio during starvation for combined and individual C, N, and S.
The different forms of starvation lead to significant changes in cell size and/or cell morphology and
have different effects on changes in RNA content and in biomass and cell concentrations. Chloramphenicol
was added to inhibit protein synthesis. Redrawn from Ostling et al. (1993).
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FIGURE 5.4 Major characteristics of a bacterial spore.

A limited number of microbial groups, notably bacilli and clostridia, produce
internal spores, termed endospores (Fig. 5.4). These structures are highly resistant
to extremes of temperature, radiation, pressure, and other forms of environmental
stress. They are the most resistant biological structures known and, although the
environmental extremes to which they are resistant are rarely encountered in soil,
they are responsible for the persistence and survival of these organisms over many
years and even centuries.
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FILAMENTOUS AND MYCELIAL GROWTH

Although prokaryotes are typically considered unicellular, a number of groups
exhibit filamentous growth. Some bacteria (streptococci) and cyanobacteria (e.g.,
Nostoc) grow filamentously, not as continuous hyphae, but as chains of cells. In
some cases, this is because dividing cells do not separate completely but in others
it provides some of the advantages of true mycelial organisms in allowing mycelia
to compartmentalize and differentiate. For example, in N,-fixing cyanobacteria,
anaerobic conditions required for N, fixation can be localized in some cells, called
heterocysts, while others carry out oxygenic photosynthesis. Chemical communi-
cation between cells allows two-way flow of nutrients and also signaling processes
leading to regular distribution of N,-fixing cells along filaments.

The actinobacteria (previously termed the actinomycetes) exhibit the greatest
variety of growth forms, ranging from single-celled rods and cocci to mycelial struc-
tures (Prosser and Tough, 1991). For example, arthrobacters and some rhodococci
grow as single cells that do not completely separate and thus do not form true mycelia,
but which may subsequently fragment. Others, such as Nocardia, are dimorphic
and form true, branching hyphal structures during early growth, which then frag-
ment as conditions become less favorable. The hyphal form facilitates coloniza-
tion of soil particles and, potentially, movement across barren regions to new
nutrient sources. Fragments may subsequently develop centers of mycelial growth
and their major function may be in dispersal.

The most highly developed mycelial structures are formed by streptomycetes,
which grow as branched hyphae forming a true mycelium, similar to those of fil-
amentous fungi (Chap. 6). Hyphal fragmentation may occur under certain condi-
tions, but the major means of dispersal is through exospores borne on aerial hyphae.
Exospores do not exhibit the high levels of resistance to environmental extremes
of endospores, but are very resistant to desiccation. This enables their survival in
the soil, but is also an important factor in their very effective dispersal through the
atmosphere. On solid medium, spores develop at the center of actinobacterial
colonies fueled by lytic products of substrate mycelium, which stop growing as
nutrients become limited. These organisms therefore achieve growth over short
distances by extension and branching of hyphae and dispersal by producing high
numbers of single-celled spores.

CELL WALLS

Prokaryotic cells are surrounded by a generally rigid cell wall, protecting the
cell from osmotic lysis (Figs. 5.5 and 5.6). The cell wall has also been important
in identification and classification of bacteria, providing a major division between
gram-positive and gram-negative bacteria, defined on the basis of the Gram stain.
The cell wall of gram-positive cells consists of a single thick layer of peptidoglycan,
surrounding the cytoplasmic membrane. Peptidoglycan is a polymer consisting of a
backbone of alternating N-acetylglucosamine and N-acetylmuramic acid residues
connected to cross-linked peptide chains of four amino acids. Gram-positive cell
walls also usually contain teichoic acids, polymers of glycerol or ribitol, linked by
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Nuclear material or nucleoid
(no nuclear membrane)

Ribosomes
Cytoplasmic membrane (protein synthetic
Proteins mvolve_d in nutrient transport, material, 70 S, many
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extracellular enzymes, antibiotics

Plasmid (transferred by conjugation; often
carry genes encoding important fanctions,
e.g. antibiotic resistance)

Cell wall

\ Flagellum (provides motility)

FIGURE 5.5 Illustration of the major characteristics of prokaryote cell structure. (See Fig. 5.6
for detailed structure of the bacterial cell wall.)
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FIGURE 5.6 Detailed structure of gram-negative and gram-positive cell walls.

phosphate groups and containing amino acids and sugars. In the more complex
gram-negative cell wall, the peptidoglycan layer is much thinner and is surrounded
by an outer membrane enclosing a periplasmic space, which contains enzymes
involved in nutrient acquisition, electron transport, and protection from toxins. In
contrast, archaeal cell walls have variable chemical structure, consisting of proteins,
glycoproteins, or polysaccharides, but do not contain peptidoglycan (Fig. 5.6).
The cell walls of many bacteria are encased within extracellular material (Fig. 5.5),
ranging from apparently rigid and distinct capsules of specific thickness to more
diffuse (chemically and physically) extracellular polymeric substances. Many roles
have been assigned to this material, including protection from predation, adhesion
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to solid surfaces, and biofilm formation. In the free-living N,-fixing bacterium Azoto-
bacter, extracellular material is important in creating anaerobic regions required
for N, fixation. Biofilm formation is particularly important, with suggestions that
the majority of the soil microbial community is attached to particulate matter (clay
minerals, soil organic matter, plant roots, and animals). Particulate material pro-
vides a concentration of nutrients necessary for microbial growth, and surface
attachment has been shown to increase survival of bacteria and to protect them
from environmental stress, including low pH, starvation, and inhibition by antibi-
otics and heavy metals. An example is the production by nitrifying bacteria, in
model soil systems, of copious amounts of extracellular material that effectively
forms a blanket over colonies, such that individual cells are not visible. This occurs
despite the fact that these autotrophic organisms gain barely sufficient energy
from oxidation of ammonium or nitrite, use much of this energy to generate reduc-
ing equivalents, and require more reducing equivalents because of the requirement
to fix CO,. However, once formed, biofilms of these organisms are protected from
a wide range of factors to which suspended cells are susceptible. Attachment of cells
to surfaces is also facilitated by short, hair-like fimbriae, while similar structures,
sex pili, are involved in cell-cell contact associated with plasmid transfer.

INTERNAL STRUCTURE

Prokaryotes lack internal, membrane-bound organelles but exhibit diverse
internal structures and some differentiation (Fig. 5.5). In bacteria, the cytoplasm
is enclosed by a cytoplasmic membrane consisting of ester-linked, straight-
chained fatty acids. The lipids comprising the membrane form a bilayer, with non-
polar hydrophobic ends associating with each other and polar, hydrophilic ends
externalized. Cytoplasmic membranes in Archaea contain only a single lipid layer
consisting of ether-linked, branched aliphatic acids. For all prokaryotes, the cyto-
plasmic membrane provides an important link between the cell and its environ-
ment and contains many proteins required for import of nutrients, export of waste
products, and production of extracellular enzymes for breakdown of high-molec-
ular-weight compounds. It is also involved in generating energy in respiring cells
through oxidative phosphorylation and can provide protection through toxin or
antibiotic degrading enzymes.

The bacterial chromosome is present as a single, double-stranded, covalently
closed, circular DNA molecule forming a nucleoid. Additional genetic material
may be present as one or many small DNA molecules, termed plasmids, having a
similar structure. These can be transmitted vertically (from generation to generation)
and horizontally or laterally, between different bacterial strains. Other mechanisms
of genetic exchange in prokaryotes are transformation, which involves direct uptake
of DNA and incorporation of genes into the host chromosome, and transduction,
in which gene transfer is mediated by a bacteriophage.

Proteins are synthesized within the cytoplasm by thousands of ribosomes, often
forming structures termed polysomes and attached to mRINA. Storage products



132 CHAPTER 5 THE PROKARYOTES

can also accumulate in cells. Examples include poly-3-hydroxybutyrate (a glucose
polymer), polyphosphate, and glycogen, while the sulfur oxidizer Beggiatoa
stores elemental sulfur, which can be seen as yellow granules within the cell.
Some intracellular structures are associated with specific metabolic processes.
Autotrophic bacteria possess carboxysomes, which are particulate bodies involved
in fixing carbon dioxide. Photosynthetic bacteria possess complex intracellular
membrane structures, which are the site of the energy-trapping, photosynthetic
processes. Photosynthetic bacteria show relatively close evolutionary relationships
to other functional groups with similar complex membrane structures involved in
other reactions, including ammonia, methane, and iron oxidation. Membranes can
occur in distinctive patterns, for example, forming a layer within the cytoplasmic
membrane or in an equatorial plane, and are diagnostic for some groups.

MOTILITY

Many prokaryotes are motile, the most obvious mechanism being “swimming”
by rotating one (polar), two, or many (peritrichous) flagella. The flagellum con-
sists of a long, helically shaped protein (flagellin) anchored in the cytoplasmic
membrane and extending through the cell wall. Rotation of the flagellum leads to
movement of the cell. Movement in the soil environment is important for unicellu-
lar organisms searching for new sources of nutrients. Flagellar motility is, how-
ever, unlikely to be useful for transport between pore size classes in soil as rates
of movement are not great. Nevertheless, flagellar motility can be linked to
chemotaxis (movement toward a chemical attractant), which appears to be impor-
tant for communicating between bacterial cells and plant roots in the soil environ-
ment, e.g., in movement of rhizobia toward roots prior to nodule formation.
Movement over long distances is, however, more likely to be achieved through bulk
flow of water containing suspended cells or carriage on roots or soil animals. Indeed,
lack of motility is probably important in the formation of microniches occupied by
microcolonies of organisms, reducing competitive interactions, reducing selective
sweeps, and increasing soil bacterial diversity (see Chap. 11). Other mechanisms
exist for bacterial motility. For example, spirochetes possess an axial filament that
enables the cell to move by flexing and spinning. Other organisms, including cyano-
bacteria, Cytophaga, and mycobacteria, can move by gliding over surfaces.

METABOLISM AND PHYSIOLOGY

CARBON AND ENERGY SOURCES

The phylogenetic classification of prokaryotes described earlier in this chapter
provides an indication of evolutionary relationships, which will have arisen, in part,
through differences in physiological characteristics. As a consequence, molecular
phylogeny often agrees with traditional classification based on combinations of
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FIGURE 5.7 Physiological classification of soil bacteria in terms of their C and energy source
(lithotrophs and organotrophs).

physiologies. Physiological classification is also valuable when considering the role
of prokaryotes in soil processes. However, many physiological processes have
evolved at different times in different organisms, and particular physiological char-
acteristics may therefore be found in many genera and species. This is illustrated in
Tables 5.1 and 5.2 and will be exemplified in greater detail in examples below.

Physiological classification of soil microorganisms is of great value to those
interested in ecosystem functions as it provides one of the underpinning bases for
considering ecological roles (Fig. 5.7). The first order of such a classification relates
to the energy source of the microorganisms. Phototrophs use light and chemotrophs
use chemical energy as their energy source. The second order usually relates to the
C source. Autotrophs or lithotrophs use CO,, while organotrophs or heterotrophs
use organic compounds. Cyanobacteria and green sulfur bacteria are examples of
photoautotrophs, while the purple non-sulfur bacteria are photoheterotrophs. S- and
Fe-oxidizing thiobacilli and nitrifiers (oxidizing reduced forms of N) are exam-
ples of chemoautotrophs, while pseudomonads and Rhizobium are examples of
chemoheterotrophs.

Although the standard physiological classification based on energy/C source
described above enables links to be made to potential ecosystem functions, there
are exceptions to the above rules. For example, heterotrophic bacterial nitrifiers
have a range of complex physiologies that cannot always be readily classified
according to Fig. 5.7, not least because some appear to change their physiological
strategy with time and with the availability of energy sources (Killham, 1986).
This concept of physiological flexibility will be developed further below.

OXYGEN REQUIREMENTS

The requirement for the presence or absence of molecular oxygen provides a use-
ful basis for further classifying soil bacteria and a useful indicator of ecological



134 CHAPTER 5 THE PROKARYOTES

niche. Obligate aerobes such as Rhizobium (a chemoheterotroph), Thiobacillus
(a chemoautotroph), and many other soil bacteria require oxygen, which acts as a
terminal electron acceptor during aerobic respiration. Obligate anaerobes such as
Clostridium pasteurianum require the absence of molecular oxygen and, instead
of using inorganic electron acceptors, remove hydrogen atoms from organic
compounds and dissipate them through reaction with products of carbohydrate
breakdown. Facultative anaerobes, such as the denitrifying chemoheterotroph
Pseudomonas aeruginosa or, less commonly, the chemoautotroph Thiobacillus
denitrificans, can grow in the presence or absence of oxygen. For these denitri-
fiers, nitrate substitutes for oxygen as an alternative terminal electron acceptor
during anaerobic respiration and is reduced to either nitrous oxide or free N,. The
switch from aerobic to anaerobic metabolism is quite rapid (occurring within a
few hours in most cases) and is controlled by oxygen availability:

The stepwise reduction of nitrate to N, by facultatively anaerobic denitrifying
bacteria occurs as follows:

(1) NO3 + H, — NO, + H,0; (1) nitrate — nitrite;
(2) 2NO; + 3H, — N,O + 3H,0; (2) nitrite — nitrous oxide;
(3) N,O + H, — N, + H,O (3) nitrous oxide — free N,.

Because of the accumulation of incompletely oxidized products during growth,
the energy yields from anaerobic metabolism in soil are generally low (often only
a few percent) compared to aerobic metabolism.

It is becoming increasingly clear that while the classification in Fig. 5.7 holds
true, many aerobic processes are carried out in soil using sparingly available sup-
plies of oxygen by microaerophiles, obligate aerobes that grow best at low oxygen
tensions.

SUBSTRATE UTILIZATION

The degradative and overall enzyme profile of a soil bacterium determines the
range of substrates it can use, although other factors (e.g., substrate availability,
competition, environmental factors), considered in subsequent sections, also deter-
mine which substrates are being used at any given time. This concept of enzymatic
profile applies to both chemoheterotrophs and chemoautotrophs. Table 5.3 highlights
just some of the enzymes controlling both intracellular and extracellular use of
substrates. The size of many of the substrates (e.g., lignin, cellulose) ensures that
most depolymerization is extracellular, with only the final use of the simple building
blocks being intracellular. Table 5.3 is by necessity a simplification as, in a number
of cases, there is a suite of enzymes, rather than a single enzyme operating on the
substrate in question. The enzymes listed in Table 5.3 can be classified as oxi-
doreductases (e.g., glucose oxidase, ammonia monooxygenase, hydroxylamine
oxidoreductase, nitrite oxidoreductase, methane monooxygenase), transferases
(e.g., amino transferases), hydrolases (e.g., protease, urease, amylase, ligninase,
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TABLE 5.3 Selected Examples of Enzymes and Associated Bacteria Involved in Organic

Substrate Utilization

Degradative enzymes used for organic
substrate utilization

Distribution of enzymes/examples of soil bacteria
with ecologically significant activity of these
enzymes

Cellulase (cellulose — glucose subunits)
Glucose oxidase (glucose — CO,)

Protease (protein — amino acids)

Deaminase/amino transferase; amino acid
decarboxylase (removal of amino and
carboxyl groups to liberate NH3 and CO,
from amino acids)

Urease (urea — ammonia + carbon dioxide)

Amylase and glucosidase (starch — glucose)

Ligninase (lignin — aromatic subunits)

Pectinase (pectin — galacturonic acid
subunits)

Phosphatase (phosphate esters — phosphate)

Sulfatase (sulfate esters — sulfate)

Invertase (sucrose — fructose + glucose)

Chitinase (chitin — amino sugar subunits)

Amino acid decarboxylase

Species of Bacillus, Cellulomonas, and
Pseudomonas

Ubiquitous enzyme among soil bacteria

Widespread among soil prokaryotes but species of
Pseudomonas and Flavobacterium are strongly
proteolytic

More common enzymes than proteases, although
major differences in rates between amino acids

About 50% of heterotrophic soil bacteria are
ureolytic

Species of Bacillus, Pseudomonas, and
Chromobacterium

While lignin degradation is primarily the domain
of the white rot fungi, species of Arthrobacter,
Flavobacterium, and Pseudomonas are sometimes
involved

Species of Arthrobacter, Pseudomonas, and
Bacillus (some species possess all of the pectinase
enzymes—polygalacturonase, pectate lyase,
pectin lyase, and pectin esterase); many plant
pathogens possess pectinase to assist in plant host
penetration

About 30% of heterotrophic soil bacteria possess
phosphatase enzymes

Many fewer possess sulfatase

Particularly active in saprotrophic soil bacteria,
such as species of Acinetobacter, and Bacillus

The actinobacteria Streptomyces and Nocardia

Both aromatic and nonaromatic amino acid
decarboxylases are found in a wide range of soil
bacteria synthesizing amino acids

pectinase, phosphatase, sulfatase, invertase, chitinase), and lyases (e.g., amino acid

decarboxylase).

Some of the enzymes highlighted in Table 5.4 are constitutive, while others are
inducible. A more comprehensive yet highly accessible account of soil enzymes
can be found in the review by Burns and Dick (2002).
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TABLE 5.4 Selected Examples of Enzymes, Functional Genes, and Associated Soil Bacteria
Involved in Autotrophic Oxidation of Substrates

Ammonia monooxygenase, anoA Nitrosomonas, Nitrosospira, Nitrosococcus
(ammonia — hydroxylamine)

Hydroxylamine oxidoreductase, norB Nitrosomonas, Nitrosospira, Nitrosococcus
(hydroxylamine — nitrite)

Nitrite oxidoreductase (nitrite — nitrate) Nitrobacter, Nitrospira
Methane monooxygenase, pmoA Methanotrophs

Methylotrophs such as Methylomonas
and Methylococcus

AUTOCHTHONY AND ZYMOGENY

Identifying a soil bacterium as a chemoheterotroph, according to the classifi-
cation scheme for metabolism outlined above, provides little information on how
competitive that particular bacterium will be under particular conditions of sub-
strate supply. The great 19th century soil microbiologist Winogradsky addressed
this issue through reference to the comparative kinetics of growth, which relates
substrate concentration to specific growth rate. In Fig. 5.8, which illustrates some
simple and contrasting growth curves, population X (diamonds) will outcompete
populations Y and Z at high substrate concentrations. At intermediate substrate
concentrations, population Y (circles) will outcompete populations X and Z. At
low substrate concentrations, however, population Z (triangles) will outcompete
the other populations. Soil bacteria that exhibit the growth kinetics of population
X, with a relatively high maximum specific growth rate (j,,,) and substrate affin-
ity (K), will be more competitive at high substrate concentrations and are termed
“zymogenous.” Not surprisingly, soil microenvironments such as the early rhizos-
phere are dominated by zymogenous bacteria, such as fluorescent pseudomonads,
which grow rapidly on the simple C substrates (primarily glucose). Soil bacteria
that exhibit the growth kinetics of population Z, with a low ., but relatively low
K, (i.e., a high substrate affinity), are termed ‘“autochthonous.” The bacterial pop-
ulations found in some of the less accessible soil microenvironments (e.g., the
smaller pores inside soil aggregates), where substrate C flow is rarely more than a
trickle, are generally dominated by autochthonous bacteria. The spatial variability
of soil with regard to microbial populations highlights the importance of substrate
(and nutrient) availability (sometimes referred to as bioaccessibility) as a driver of
both the diversity and the function of the bacterial community. The latter can be
demonstrated by studying the mineralization of differentially located (in terms of
soil pore size class), radiolabeled C substrates (Killham et al., 1993).

Of course, in reality, there are degrees of autochthony and zymogeny, as indi-
cated by the growth kinetics of the populations in Fig. 5.8. There is a continuum
of growth kinetics that ensures that the most competitive soil bacteria will change
with substrate concentration. Successions will therefore often occur in environments
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FIGURE 5.8 Comparative Monod kinetics used to assess substrate competition for growth
between soil microbial populations.

such as the rhizosphere, where C flow changes, although the picture is further
complicated by the proliferation of substrates with varying recalcitrance, enzyme
specificity, and availability.

OLIGOTROPHY, COPIOTROPHY, AND THE
R-K CONTINUUM

The physiologically based autochthony—zymogeny classification pioneered by
Winogradsky is often considered analogous to the r—K continuum commonly
used in plant and animal ecology, based on logistic models, and to the scheme of
oligotrophy—copiotrophy. The K strategists and oligotrophic bacteria are adapted
to growth under conditions of C/nutrient starvation (“oligocarbotrophy” specifies
C starvation, while the terms “oligonitrotrophy,” “oligophosphotrophy,” etc., spec-
ify the type of nutrient starvation). Copiotrophs are adapted to nutrient excess.
Although the two schemes are used in similar ways, the contrast in physiological
versus logistic approaches does distinguish them. Furthermore, oligotrophy is also
considered to include unusual forms of C (and nutrient) scavenging, such as
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exploiting gaseous C sources such as CO, (e.g., through anapleurotic CO, fixation)
and volatile organic acids.

FACULTATIVENESS

While formal functional/physiological classification of bacteria is a useful
foundation, it does not embrace the flexibility exhibited by many organisms. For
example, we know that many soil bacteria that can grow readily on “standard”
organic substrates can adapt and continue to metabolize under the harsh conditions
of C starvation often found in soil. The physiological strategies and mechanisms
used by the “facultative oligotrophs” are only partially characterized and include
scavenging of gaseous forms of C, which diffuse through the soil pore network.

Perhaps the best known example of facultativeness relates to oxygen require-
ments. Facultative anaerobes metabolize most efficiently as aerobes. Indeed the
denitrifying pseudomonads, which often colonize the rhizosphere as aerobic chemo-
heterotrophs, may seldom experience low oxygen concentrations that induce the
nitrate reductase enzyme system associated with denitrification. Many micro-
aerophiles also often operate under well-aerated conditions but, as facultative micro-
aerophiles, are physiologically adapted to life at the low oxygen concentrations
sometimes experienced in wet soils, particularly in microsites such as water-
saturated aggregates beyond a critical radius that prevents adequate diffusive
resupply after removal by respiratory (roots, animals, and microorganisms)
demand (Greenwood, 1975).

Another aspect of flexibility is the capacity to metabolize more than one sub-
strate, often simultaneously (for example, through cometabolism, see Chaps. 9
and 17), which may be the norm rather than the exception. This is reflected in
the diversity of catabolic enzymes, both intracellular and extracellular. Among the
most versatile degraders in the soil are the pseudomonads. They can degrade the
most complex aromatic structures through to the simplest sugars (Powlowsky and
Shingler, 1994). Pseudomonas cepacia, for example, can metabolize more than
100 different C substrates (Palleroni, 1984).

Flexibility is also evident from the way soil microbial communities have adapted
rapidly to degrade new substrates that have been introduced as contaminants in
soil, such as organoxenobiotics that have been synthesized de novo by industry.
The development of populations with appropriate catabolic genes is one of the
greatest phenomena exhibited by the soil microbial community and is discussed
further below.

BIODEGRADATION CAPACITY

CELLULOSE

Plant residues provide the major source of soil organic matter and their biodegra-
dation is critical to ecosystem productivity. Because plants typically contain up to
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FIGURE 5.9 The chemical structure of cellulose, which consists of (3-1,4-linked glucose
molecules.

60% cellulose (Paul and Clark, 1989), the decomposition of cellulose is a key
activity of soil bacteria and it is vital to the energy flow through soils and to the
cycling of N, P, and S (the decomposition of cellulose is generally accompanied
by immobilization of these nutrient elements).

In simple terms, the decomposition of cellulose is a relatively specialized
depolymerization exercise (involving a restricted number of saprophytes) followed
by hydrolysis to the simple sugar glucose, which is rapidly used as an energy source
by most heterotrophic soil microorganisms. The cellulose polymer occurs in plant
residues in a semicrystalline state and consists of glucose units joined by (3-1,4
linkages, with chains held together by hydrogen bonding (Fig. 5.9) (see Chap. 12
for further details).

The cellulase enzyme complex, which catalyzes cellulose decomposition,
occurs in a large number of cellulolytic bacteria (e.g., species of Bacillus, Pseudo-
monas, Streptomyces, and Clostridium) and fungi and operates a two-stage pro-
cess. The first involves “conditioning” by decrystalizing cellulose and the second
involves extracellular depolymerization units, eventually forming double to single
sugar units by the enzyme cellobiase. Although the half-lives and turnover times
of cellulose and hemicellulose in soil are on the order of days and weeks, glucose
metabolism after cellulose depolymerization is extremely rapid (in the order of
hours to a day) (Killham, 1994).

The term hemicellulose describes various sugar (hexoses and pentoses) and
uronic acid polymers that, like cellulose, are decomposed by a relatively specialized
depolymerization process, followed by a much more rapid assimilation and oxida-
tion of the simple monomer. Pectin, a polymer of galacturonic acid subunits, provides
a good example of this, with specialist pectinolytic bacteria such as species of
Arthrobacter and Streptomyces producing the extracellular pectin depolymerases
(exo- and endo-) and then a much wider range of heterotrophic soil microorgan-
isms using galacturonic acid oxidase to exploit the energy bound in the subunit
itself (Killham, 1994).

POLLUTANTS

With continually expanding industry and a global dependence on fossil fuel
hydrocarbons as well as agrochemicals, there are few environments that are not in
some way affected by a spectrum of organic pollutants. These organic pollutants
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include the aliphatic hydrocarbons (e.g., alkanes from oil spills and petrochemical
industry activities), alicyclic hydrocarbons (e.g., the terpenoid plant products),
aromatic hydrocarbons (e.g., single aromatics, such as the petrochemical solvents
benzene and toluene, and polyaromatics, such as pyrene), the chlorinated hydro-
carbons (e.g., chlorinated aliphatics such as chloroform), chlorinated aromatics
(e.g., chlorobenzenes and chlorinated polyaromatics such as PCBs, DDT, and
dioxins), and N-containing aromatics (e.g., TNT). Because of the increasing
awareness of the adverse effects of these organoxenobiotic pollutants, the soil
microorganisms and associated genes (largely carried on plasmids, which are
extrachromosomal pieces of DNA) involved in their degradation are of great inter-
est to soil microbiologists. This interest focuses on the pollutant biodegradation
capacity of microorganisms (which refers to both the breadth of the pollutants that
they degrade and the degradation rates) and also on bioremediation of contami-
nated environments (Crawford and Crawford, 1996).

Some of the organic pollutants entering the soil environment are toxic to bac-
teria and are recalcitrant to mineralization. The reasons for the latter are numerous
and include key physicochemical characteristics such as the way in which the pol-
lutant partitions into the soil matrix—televant only if related to metabolic processes.
For example, the more hydrophobic polyaromatic hydrocarbons (PAHs) and poly-
chlorinated biphenyls (PCBs) tend to bind strongly to the soil solid phase and limit
microbial/enzyme access. Another reason for recalcitrance is the large number of
enzyme-regulated steps and the number of well-regulated genes required for min-
eralization. Furthermore, since many of the organic pollutants under consideration
are synthetic, there are often no corresponding genes coding for proteins existing
in extant soil bacteria that can immediately catalyze the degradation process.

The highly chlorinated organic pollutants have been studied extensively in terms
of their degradation and the evolution of their degradative genes. Although degra-
dation is generally slow, particularly for the more chlorinated compounds, gene
clusters have clearly evolved for their degradation. Structural and regulatory
genes have high sequence homology, even though they have evolved as plasmid-
borne genes in different soil bacterial genera from across the world (Daubaras and
Chakrabarty, 1992). This evolution of gene-regulated bacterial degradative path-
ways (usually involving four to eight genes in each case) enables complete min-
eralization of a range of chlorinated pollutants, including chlorobenzenes used in
a number of industrial processes and the chlorophenoxyacetic acids associated
with some of the hormonal herbicides used in agricultural weed control. The degra-
dation of many of the chlorinated organic pollutants is somewhat complicated by
the fact that the bacterial removal of chlorine from the molecule (dehalogenation)
occurs most readily under anaerobic conditions, and so bioremediation of con-
taminated environments containing both chlorinated and nonchlorinated hydro-
carbons can be a complicated process involving management of both anaerobic
and aerobic conditions. Although the anaerobic dehalogenation of PCBs is relatively
well understood, obtaining reliable and useful bacterial isolates is fraught with dif-
ficulties (May et al., 1992).



DIFFERENTIATION, SECONDARY METABOLISM, AND ANTIBIOTIC PRODUCTION 1 4 1

PAH White rot fungi — lignin » PAH-Quinones » Ring split
biodegradation peroxidases, laccases

O-Glucoside
Non-enzymatic Phenol)' O-Glucuronide
re-arrangement A O-Sulfate
™4 O-Xyloside
Bacteria, fungi, algae (O,) — Arene oxide
Cytochrome P-450
Monooxygenase &
Efgxide Trans-
dihydrodiol
hydrolase fnycrocio
Cis, cis
Bacteria, algae O, cie /?“ho 7 muconic acid
Di g —— dehyd techol ission
ioxygenase —p dihydrodiol ehydrogenase —Catechol et

fission & Hydroxymuconic
semialdehyde

FIGURE 5.10 Schematic of soil microbial metabolism of polyaromatic hydrocarbons.

The soil bacteria and associated genes involved in the degradation of PAHs have,
like the PCBs, been extensively studied and exploited in both bioremediation and
generating bacterial biosensors for detecting these complex organic pollutants. For
the bacteria that aerobically degrade PAHs (e.g., naphthalene, acenaphthylene, fluo-
rene, anthracene, phenanthrene, pyrene, benz(a)anthracene, benzo(a)pyrene), attack
often involves oxidation of the rings by dioxygenases to form cis-dihydrodiols
(Fig. 5.10). The bacteria involved in these oxidative reactions include species of
Mycobacterium (Kelley et al., 1993) and Pseudomonas (Selifonov et al., 1993).
The dihydrodiols are transformed further to diphenols, which are then cleaved by
other dioxygenases. In many bacteria, this precedes conversion to salicylate and
catechol (Sutherland et al., 1995). The latter is a rather toxic, relatively mobile inter-
mediate and any bioremediation of PAHs must consider and manage issues such
as this both because of possible environmental hazards and because the catechol may
inhibit the bacteria being harnessed for the bioremediation itself!

DIFFERENTIATION, SECONDARY METABOLISM,
AND ANTIBIOTIC PRODUCTION

Differentiation is when there is a change in bacterial activities from those asso-
ciated with vegetative growth. This phenomenon is particularly associated with
cell starvation, during which intracellular components are often transported and
resynthesized into new compounds through secondary (i.e., non-growth-linked)
metabolism. The compounds formed can include antibiotics, pigments, and even
agents such as melanin that are protective against enzymatic attack. Antibiotics
are produced by the actinobacteria (e.g., Streptomyces and Actinomyces) and by
Bacillus and Pseudomonas. Antibiotics are often powerful inhibitors of growth
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and metabolism of groups of other microorganisms, with varying degrees of speci-
ficity. Streptomycin, for example, produced by certain species of Streptomyces,
strongly inhibits a wide range of both gram-positive and gram-negative bacteria.
Cycloheximide, on the other hand, inhibits only eukaryotes and is used as a fungal
inhibitor in the bacterial plate count.

Antibiotic production by soil bacteria, involving secondary metabolism, has
been harnessed for decades for a wide range of medical applications. Although
antibiotic production has long been linked with chemical defense, the factors deter-
mining antibiotic production in soil suggest that antibiosis occurs only when the
supply of available carbon is high (Thomashow and Weller, 1991). These conditions
are likely to be met in the rhizosphere, the zone around seeds (the spermosphere)
and relatively fresh plant or animal residues.

Although a considerable number of antibiotic-producing bacteria have been
identified, evidence that antibiosis is a significant chemical defense strategy in the
rhizosphere tends to be indirect. For example, strains of fluorescent pseudomon-
ads can demonstrate high specific rates of production of the antibiotic phenazine,
which is strongly inhibitory against Gaeumannomyces graminis var tritici (Ggt),
the causal agent of take-all in wheat (Brisbane and Rovira, 1988). When Tn5 mutants
of such pseudomonads are introduced into the wheat rhizosphere, the removal of
antibiotic production has been associated with reduced control of Ggt (Thomashow
and Weller, 1991).

The key genes and associated enzymes involved in antibiotic synthesis have
now been characterized in some cases (e.g., for phenazine, see Blankenfeldt et al.
(2004)) and hence offer new and more powerful approaches to investigate these
secondary metabolic, chemical defense strategies of bacteria in soil; by probing
for RNA-based antibiotic biosynthesis genes and/or by use of stable isotope (*C)
probing of the rhizobacterial nucleic acid pool, questions of both the activation
and the significance of antibiotic-mediated chemical defense can now be resolved.

The final two sections of this chapter have considered xenobiotics in two
forms—antibiotics and persistent organic pollutants such as PCBs and PAHs.
Nakatsu et al. (1991) pointed out that these two forms of organoxenobiotics have
a key role in presenting soil bacteria with a major selection pressure. The molec-
ular bases for organoxenobiotic resistance and catabolism are generally located in
soil bacteria, on extrachromosomal plasmid DNA, the maintenance of which
requires this selection pressure.

CONCLUSIONS

The structure and physiology of prokaryotes have been studied for more than a
century, and we know much about their taxonomic and metabolic diversity that is
directly relevant to their central role and essential activities in soil ecosystems. While
summarizing what we know, we have also indicated the vast amount of important
information that remains to be discovered. Arguably the majority of phylogenetic
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groups and strains that are abundant and important for soil processes have yet to
be isolated and characterized. The diversity of the prokaryotes is significantly
greater than that of higher organisms, but the lack of clear species definition limits
our ability to apply concepts linking, for example, diversity to important ecosystem
properties, such as stability and resilience. Elucidation of mechanisms generating
and controlling prokaryote diversity within the soil environment and understanding
the two-way relationships between prokaryotes and the soil, with its spatial and tem-
poral heterogeneity, represent an enormous and exciting challenge. It is essential
that this challenge is undertaken in order to provide a basis for understanding, and
potentially, predicting the impact of environmental change on prokaryote diver-
sity. Increased understanding of the links between phylogenetic diversity and func-
tional and physiological diversity is also essential to determine the consequences
of changes in prokaryote diversity and community structure on terrestrial biogeo-
chemical cycling processes.
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INTRODUCTION

Fungi bind soil together, both literally and figuratively, by their filamentous form,
their exudates, and their trophic interactions with all other groups of soil organisms.
Soil is fundamentally an aquatic habitat, since water films and water-filled soil pores
occur, at least ephemerally, even in dry deserts. For this reason, the eukaryotic
algae will be treated together with fungi and fungus-like organisms in this chapter
(Fig. 6.1); in addition, both groups share a range of morphologies from filamentous
to cellular. Colonial algae and seaweeds with differentiated multicellular organs do
not occur in soil and are beyond the scope of this chapter. Cyanobacteria (formerly
known as blue-green algae) are prokaryotic members of the Domain Bacteria
(=Eubacteria). To treat cyanobacteria as “algae” is as inaccurate and misleading
as treating actinomycetes (prokaryotic, GC-rich members of the gram-positive
Bacteria) as fungi. The distinction is of particular importance in soil ecology, since
many cyanobacteria and some actinomycetes are important in fixation of nitrogen,
a capacity not found in any eukaryotes. Both groups are discussed in Chap. 5. The
chloroplasts of plants and other photosynthetic eukaryotes have their origins in
Cyanobacteria, originally engulfed by an ancestor of the plant lineage (see Fig. 6.1),
then transferred by secondary endosymbiosis of an ancestral red alga into the het-
erokont and alveolate lineage (brown algae through dinoflagellates in Fig. 6.1) or by
secondary endosymbiosis of an ancestral green alga into the excavate (euglenoids)
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FIGURE 6.1 Possible phylogenetic relationships of major groups of organisms including those
covered in this chapter (in bold). Groups with at least some photosynthetic members are indicated in
green, and the vertical bars on lines leading to Oomycota and ciliates indicate the secondary loss of
chloroplasts that must have occurred if a single endosymbiotic event and monophyly of the group
encompassing brown algae through dinoflagellates are accepted. True fungi (Kingdom Fungi) are indi-
cated in red and fungus-like organisms, often studied by mycologists, are indicated in pink. Branch
lengths are arbitrary, and a number of polytomies and paraphyletic groups are omitted by simplifica-
tion. Based on Palmer et al. (2004) and Lutzoni et al. (2004); for an alternate but largely congruent
view of eukaryote relationships, see Baldauf (2003).

and cercozoan (chlorachniophytes) lineages (Palmer et al., 2004). Throughout the
tree of life, a number of members of originally photoautotrophic lineages have lost
their chloroplasts and become heterotrophic saprotrophs or parasites (notably the
Plasmodiophoromycetes, Hyphochytriomycota, Labyrinthulomycota, Oomycota,
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and Apicomplexa such as Plasmodium, causing malaria). Various features of their
ultrastructure and physiology, including sensitivity to selective antibiotics, reflect
their true origins.

Fungi are enormously important in C and N cycling because of their ability to
degrade complex substrates of plant origin which represent up to 90% of net pri-
mary productivity in most terrestrial ecosystems. In addition, the usually mutual-
istic symbioses known as mycorrhizas between many fungi and plant roots, as
well as the parasitic interactions leading to many plant diseases, have huge impacts
in both ecological and economic terms (Chap. 10). The true fungi (Kingdom Fungi)
are a monophyletic group; that is, the Phyla Chytridiomycota, Zygomycota, Glom-
eromycota, Ascomycota, and Basidiomycota include all of the known descen-
dents of a single common ancestor, which in turn is closely related to the common
ancestor of metazoan animals (Kingdom Animalia; see Chap. 7). Yes, mushrooms
and other fungi are among our closest relatives in the tree of life! A number
of unrelated groups of eukaryotes that reproduce by spores and lack chlorophyll
have traditionally been classified as fungi. These include the Plasmodio-
phoromycetes (Cercozoa), Hyphochytriomycota, Labyrinthulomycota and Oomy-
cota (Heterokonts), and slime molds (Amoebozoa). Representatives of all of these
“aquatic” groups can be found in soil, where some cause major plant diseases and
others are detritivores with importance in nutrient cycling. These groups will be
treated briefly in this chapter along with the true fungi. Excellent reviews of the
ecology of fungi in soil (and other habitats) are presented by Dix and Webster
(1995) and Dighton et al. (2005). For good general references to fungi, see Alex-
opoulos et al. (1996), Kirk et al. (2001), and Mueller et al. (2004); for soil fungi,
see Domsch ef al. (1993). Key references to the major groups are listed below
where they are discussed.

Their life form and their strengths in biosynthesis and biocatalysis are among the
characteristics that make fungi so special. The tubular cell called a hypha (plural
hyphae) characterizes most fungi. Hyphae exhibit polar growth. The hyphal tips are
expansible and flexible and are where most growth, secretion, and absorption take
place. In contrast, the cylindrical side walls are much less metabolically active and
become increasingly rigid with age. In theory, a fungal colony that is growing radi-
ally increases in biomass exponentially, but under less than ideal conditions (which
can even be seen in cultures growing on nutrient-rich medium) the active cytoplasm
can be seen to move forward with the expanding hyphal tips, leaving the older parts
of the mycelium as empty tubes. This is a remarkable adaptation, which allows a
mycelial fungus to explore its environment for food or other resources at a mini-
mal cost. Nutrients in the walls of abandoned hyphae may even be recycled by
autolysis and reused in the growing mycelial front. This latter feature is why direct
microscopy or measures of N-acetylglucosamine digested from the chitinous walls
of fungal hyphae (see Chap. 3) often overestimate fungal biovolume relative to
measures of fungal DNA (see Chap. 4). Hyphae allow fungi to penetrate solids,
whether soil, small particles of decomposing plant litter, a living plant cell, or the
wood of a freshly fallen tree, and to traverse the dry spaces between moist or
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nutrient-rich microhabitats in soil. This ability leaves bacteria, the other main
group of decomposers, behind on the surfaces and gives fungi a huge advantage in
decomposition of plant litter and exploration of soil. Numbers of bacteria are pri-
marily regulated by predation by bacterivorous nematodes (and perhaps even bac-
terivorous fungi; Thorn, 2002), whereas fungi are regulated more by substrate
quantity and quality (Wardle, 2002).

The other ability that allows many fungi to greatly outperform bacteria in decom-
position of plant litter is their production of lignocellulose-degrading enzymes
such as laccases, lignin, and manganese-dependent peroxidases and cellulases.
Although cellulases are widespread (if not common) in bacteria, few bacteria
(notably certain Streptomycetes) produce lignin peroxidases or have any ability to
degrade lignocellulosic plant wastes. In defending their nutritional substrates
from other fungi or bacteria, many fungi have developed potent antimicrobial com-
pounds. The fungi are extremely rich sources of novel chemical compounds, often
secreted into their environment (including appropriate culture media) as “extralites.”
Some of these we now exploit in medicine (e.g., penicillins from Penicillium,
cyclosporin from Tolypocladium), whereas others are potent mycotoxins that we
do our best to avoid in our food or animal feed (e.g., aflatoxins from Aspergillus,
fumonisins from Fusarium). Mold fungi (anamorphic or asexual Ascomycota)
have particularly been exploited for extralites of commercial or medical value,
whereas the Zygomycota and Chytridiomycota appear to have little promise in
this area, and the Basidiomycota are largely unexplored.

Hyphae of the Glomeromycota and Zygomycota are broad (frequently 10-20 pm
in diameter) and coenocytic (with multiple nuclei per cell). Hyphae of the Ascomycota
and Basidiomycota are typically much narrower (2-5 pm in diameter, although excep-
tionally less than 1 or greater than 10pm in diameter). In most Ascomycota and
Basidiomycota, “primary mycelia,” formed following germination of a haploid
sexual spore, are uninucleate and haploid. “Secondary mycelia,” formed following
mating of compatible primary mycelia, are binucleate (dikaryotic or heterokaryotic,
with two, usually different, haploid nuclei). Union of the two haploid nuclei occurs
only in special cells of sexual fruiting bodies (asci in ascomata of Ascomycota or
basidia of basidiomata of Basidiomycota) and is immediately followed by meiosis
and the formation of haploid sexual spores (ascospores or basidiospores) that repeat
the cycle. Several hundreds (or perhaps thousands) of species of Ascomycota and
Basidiomycota have evolved a yeast-like growth habit of approximately elliptical
cells that reproduce by budding or fission. The ability to grow as a yeast confers
an advantage to these fungi when growing in aquatic systems (such as the nectar
in flowers, insect hemolymph, or the fermentation of some of our favorite bever-
ages), including some of high osmotic potential. However, the ability to convert
back to a hyphal growth form enables certain yeasts (notably Candida albicans
and its kin) to cause more invasive human infections. Thus, the genetics and bio-
chemistry of yeast-hyphal dimorphism has attracted a great deal of research.

In fungi that form hyphae, the network of these cells that composes the indi-
vidual is called a mycelium. The fungal mycelium is a powerful ecological force.
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Through their mycelium, fungal individuals, species, and communities can domi-
nate three-dimensional real estate (including the O horizon of many forest soils),
transfer nutrients across macroscopic distances (meters, instead of the micrometer
scale of the individual hypha), interconnect organisms at differing trophic levels,
persist through time, and of course marshal the necessary resources to form sex-
ual fruiting bodies. Different fungi have mycelia of considerably different scales.
The complete individual of a Penicillium might be tens of micrometers in diameter
(and produce on the order of 10° spores), whereas the mycelium of many mush-
rooms (Homobasidiomycetes) may be centimeters or meters in extent (but produce
few to no propagules in soil), and the current record holder, a species of Armillaria,
is known to occupy 40 hectares of forest soil. This has tremendous implications
both for their biology and for analysis of their biodiversity, in which replicate
“individuals” sampled may represent colonies grown from spores of a single par-
ent mycelium of Penicillium or fruiting bodies all formed by a single mushroom
mycelium.

It has been estimated that the fungal biomass in many soils exceeds the bio-
mass of all other soil organisms combined, excepting plant roots. This situation is
usually found wherever abiotic conditions (low nutrients, periodic or permanent
drought, low temperatures, or short growing season) or low-quality litter (high C:N
ratio, high lignin:N ratio, or high phenolic content) reduce the rate of litter turnover
and nutrient cycling. In certain tropical or agronomic ecosystems, where there are
fewer limitations on plant litter decomposition, soil fungi may be much less pre-
dominant in terms of their biomass, activities, or diversity. Even in these circum-
stances, it would be inaccurate to regard fungi as unimportant in the nutrient cycling
or other ecological processes, since many parts of these processes take place even
before plant litter hits the ground. Certain endophytic fungi, including members
of the Xylariales (Ascomycota), switch from relatively quiescent symbionts to
saprotrophs as leaves senesce. Dead leaves and other aerial fine litter in the trop-
ics are also quickly colonized by decomposer basidiomycetes such as Marasmius,
Mpycena, and Coprinopsis—mushroom fungi with small, ephemeral fruiting bodies.
Species of Marasmius even form a tangled net of tough, melanized rhizomorphs
(differentiated hyphal cords) that trap falling leaves in the canopy or subcanopy.

Surveys of the diversity of soil fungi, which were popular during the 1960s and
1970s, have reappeared in the literature with the advent of DNA-based, culture-
independent methods of analysis. Culture-based estimates of soil fungal diversity
require considerable effort and taxonomic expertise (Chap. 3; see Bills and
Polishook, 1994; Maggi et al., 2006). From a single soil sample, several hundred
species may be obtained, and new species continue to be encountered after more
than 10,000 isolates have been examined (Christensen, 1981)! These estimates, of
course, preferentially detect fungi that produce numerous propagules in soil and grow
readily on the isolation medium; Basidiomycota are largely overlooked (Warcup,
1950; Thorn et al., 1996). Knowing in advance that there is a high density of fun-
gal species (number of different species per cubic centimeter, or gram dry weight,
of soil) warns investigators using DNA-based methods that a large sample size
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FIGURE 6.2 Phylogenetic relationships of Basidiomycota detected by PCR amplification,
cloning, and sequencing of 95 10-g samples from Michigan agricultural soils (Lynch and Thorn, 2006,
and unpublished data). The tree was formed by neighbor-joining analysis in PAUP* 4.0b (Swofford,
2002) of all environmental sequences together with all nonredundant reference sequences from
GenBank, so that unknown sequences could be named by being placed in terminal clades together with
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(number of clones analyzed) will be required to provide a meaningful estimate of
the composition and diversity of the community. Even restricting our analyses to
soil Basidiomycota, we have found as many as 9 genetic species (where these are
defined as having less than 99% similarity over the 5’ 650 bases of nuclear large
subunit ribosomal DNA) among 12 clones taken from a single PCR of DNA from a
10-g sample of Michigan agricultural soil (Fig. 6.2; for more methods, see Chap. 4).
A total of 241 genetic species were detected in 95 such samples from an 11.2-ha
site, and the estimated total species richness for the site is 367, as many as all of
the species of macromycetes (larger mushrooms) known from The Netherlands!
Some taxa were found across a wide range of agronomic treatments, from corn—
soybean—wheat rotation with regular tillage and inputs (T1) to never-tilled native
meadow (T8), but the greatest diversity was found in the latter. Basidiomycete diver-
sities in forested ecosystems are predicted to be much higher. So, whether in numbers,
biomass, or ecological or biochemical activities, the fungi are important in most soils.

Eukaryotic algae are a polyphyletic group of organisms, derived from several sep-
arate lineages: plants (green and red algae and glaucophytes), excavates (euglenoids),
cercozoans (chlorachniophytes), and the heterokonts and alveolates (brown algae,
xanthophytes, chrysophytes, diatoms, haptophytes, cyryptomonads, apicomlexa, and
dinoflagellates). Among these, a number of unicellular, colonial, and filamentous
taxa represent an often overlooked component of the soil community. These algae
may be locally very important in carbon fixation, soil binding, and nutrient transfor-
mations. Interactions and synergisms within the microbial community are probably
essential in soil functions, including decomposition, aggregation, and nutrient release
from insoluble reserves, all functions in which fungi and algae play a central role.

CLASSIFICATION, CHARACTERISTICS, AND
ECOLOGICAL ROLES IN SOIL

FUNGUS-LIKE PROTISTS

A number of unrelated organisms share some of the characteristic features of fungi:
they are eukaryotic, nonphotosynthetic chemoheterotrophs that reproduce by spores,
many have extracellular digestion and absorptive nutrition, and most have a fila-
mentous growth form. True fungi are further characterized by cell walls contain-
ing a mixture of glucan, mannan, and chitin, but not cellulose, and by production

FIGURE 6.2 (Continued)

named sequences. The tree includes only the names of environmental sequences. Major clade names
follow Hibbett and Thorn (2001), plus the Ceratobasidiales and Heterobasidiomycetes (Russ, russu-
loid; G/P, gomphoid/phalloid; Heterobasids, Heterobasidiomycetes). Minor clade names (approxi-
mately generic names) follow Moncalvo et al. (2002). Occurrence of minor clades in four treatments
is shown at right: T1, corn—soybean—wheat rotation with regular tillage and inputs; T2, no-till
corn—soybean—wheat rotation with regular inputs; T7, successional site, burned every spring since
tillage ceased in 1989; T8, never-tilled native meadow, mown in fall.
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of the membrane sterol ergosterol (Alexopoulos et al., 1996). Molecular phyloge-
netic studies are gradually piecing together the relationships of some of these groups,
about which we know very little compared to vascular plants or metazoan ani-
mals. Early studies were limited by the small number of representatives in culture,
but the growing “Tree of Life” project (e.g., Lutzoni et al., 2004) and broad-scale
sequencing of environmental DNA (e.g., Venter et al., 2004) are obtaining sequences
for novel taxa and discovering many previous unknown lineages among fungi and
basal eukaryotes (e.g., Vandenkoornhuyse et al., 2002; Schadt et al., 2003). Fungus-
like members of the “protist” Phylum Cercozoa are represented in soil by soil-borne
plant pathogens Plasmodiophora and Spongospora (Plasmodiophoromycetes),
which infect roots via biflagellate zoospores and then form a multinucleate plas-
modium within their hosts (Braselton, 2001). Diverse unrecognized lineages of
this phylum are apparently widespread (Bass and Cavalier-Smith, 2004). The
Oomycota (Heterokonta) include Pythium and Phytophthora, two genera of
important soil-borne plant pathogens with broad host ranges (Erwin et al., 1983;
Martin, 1992; Levesque and de Cock, 2004). Infection is via biflagellate zoospores
that germinate to form broad, rapidly growing tubular hyphae. Oomycotans differ
substantially from true fungi in the chemistry of their cell walls and membranes,
particularly the presence of cellulose in cell walls and the absence of ergosterol in
membranes and also in ploidy, being diploid rather than haploid or dikaryotic
(Fuller and Jaworski, 1987; Dick, 2001). Their flagella include a posterior whiplash
flagellum and an anterior tinsel flagellum. The Hyphochytriomycota are a small
group of little or no known economic importance; their zoospores have a single
anterior tinsel flagellum, but molecular and ultrastructural evidence places them
together with the biflagellate heterokont organisms such as Oomycota and
chromistan algae (Fuller, 2001). Hyphochytrium and Rhizidiomyces may be sapro-
trophs or parasites of fungi or other soil organisms. Molecular evidence places
the Labyrinthulomycota together with heterokont protists such as Oomycota
(Cavalier-Smith, 2004). Labyrinthula have fusoid cells that glide in an extracellu-
lar, netlike slime; they are pathogens of marine plants and algae and of vascular
plants in saline soils (Bigelow et al., 2005). The Phylum Mycetozoa (=Myxomycota,
or slime molds) includes organisms with a mixture of characters resembling fungi
and animals: reproduction by spores and ingestion of food by phagocytosis
(Baldauf and Doolittle, 1997). Spores of slime molds germinate to form amoebae,
which aggregate to form a slime phase that eventually differentiates to form fruit-
ing bodies with spores. In the Class Dictyosteliomycetes (Raper, 1984), the slime
phase (pseudoplasmodium) consists of cells that maintain their separate mem-
branes, whereas in the Myxomycetes, the plasmodium is a coenocytic mass of
nuclei in a slimy matrix. Both amoeboid and plasmodial phases are phagotrophic on
bacteria, spores, and detritus and are probably very important in releasing nutrients
that are immobilized in these cells and substrates. Approximately 1000 species in
80 genera are known. Plasmodia and fruiting bodies of some Myxomycetes can be
quite conspicuous in lawns and gardens during the summer months (Martin and
Alexopoulos, 1969; Stephenson and Stempen, 1994).
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FUNGI (CHYTRIDIOMYCOTA, GLOMEROMYCOTA,
ZYGOMYCOTA, ASCOMYCOTA, AND BASIDIOMYCOTA)

The chytrids are a relatively small group of approximately 1000 species in 120
genera (Kirk et al., 2001). Soil chytrids include plant pathogens such as Synchytrium
and Olpidium, nematode parasites such as Catenaria, parasites of algae such as
Chytridium, and saprobes such as Allomyces and Chytriomyces. The soil chytrids
possess motile zoospores powered by a single, posterior flagellum and are thought
to be close to the common ancestor of fungi and animals (Mendoza et al., 2002;
James et al., 2006). Recognition of the Phylum Glomeromycota (Schuessler et al.,
2001) resolves some of the problems seen in earlier phylogenetic analyses in
which chytrids formed a monophyletic group that divided the zygomycetes or found
that both groups were paraphyletic with respect to the other. Gomeromycota and
chytrids share ancient sequences for tubulin genes, remarkably conserved despite
the age of their divergence (Corradi et al., 2004). Together, the chytrids, Glomero-
mycota, and Zygomycota differ from the Ascomycota and Basidiomycota in that
they have broad, coenocytic hyphae, with multiple haploid nuclei per cell,
whereas the Ascomycota and Basidiomycota typically have uninucleate haploid
primary mycelia and binucleate (di-haploid) secondary mycelia. The name Phyco-
mycetes was formerly used to refer to the coenocytic fungi (sometimes together
with the unrelated Oomycota). Regrettably, the best general references to these
fungi are quite old (e.g., Sparrow, 1960; Karling, 1977), although there has been a
resurgence in research on this group (Barr, 2001).

The Glomales (Phylum Glomeromycota) are the fungal symbionts of arbuscular
mycorrhizas (also known as endomycorrhizas). They were recently transferred from
the Zygomycota to a new phylum on the basis of molecular phylogenetic infor-
mation, which is supported by their great age (at least 500 My) and unique biol-
ogy (Schuessler et al., 2001). Broad, multinucleate hyphae extend from plant roots
into soil and aid in uptake of water and nutrients, particularly phosphate (Smith
and Read, 1997). Large, multinucleate asexual spores (sometimes referred to as
chlamydospores or azygospores) are formed in soil or roots, and the morphology
of these spores forms almost the sole basis for their taxonomy. Glomalin, a glyco-
protein excreted by glomalean fungi, is associated with aggregate stability in soils
(Wright and Upadhyaya, 1998; Rillig, 2004). Approximately 150 species in six gen-
era are known (Kirk et al., 2001), and these form symbioses with approximately
70% of all land plants, particularly herbaceous plants and woody plants of the
tropics (Brundrett, 2002). Taxonomic and ecological references to the group include
Gerdemann and Trappe (1974) and Morton and Benny (1990).

Within the Zygomycota are two very different classes of fungi: the Trichomycetes
and Zygomycetes. Trichomycetes (about 200 species) are obligate endosymbionts
of arthropods (Benny, 2001; Kirk et al., 2001). Approximately 800 species in
eight orders of Zygomycetes are known (Benny et al., 2001; Kirk ez al., 2001).
Many are saprobes (Mucorales and relatives), and others are parasites of arthro-
pods and other invertebrates or of other fungi (Zoopagales, Entomophthorales,
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and Kickxellales). Rhizopus and Mucor (both Mucorales) are weedy molds read-
ily isolated from soil. In the earlier literature, the saprobic Mucorales were often
referred to as “sugar fungi.” The accompanying view held that these organisms are
rapid colonists making use of the soluble sugars before secondary colonists become
established during the succession of different fungi on rich and freshly deposited
substrates such as dung and fallen fruits (Garrett, 1963). In reality, the early
appearance of Mucorales on such substrates reflects their rapid rates of growth and
sporulation; in many cases the “secondary colonists” are already there and digest-
ing the more recalcitrant substrates, but are slower to sporulate and come to our
notice (Pugh, 1974; Cooke and Rayner, 1984). Still, the term “sugar fungi” accu-
rately portrays the typical growth substrate of these fungi. They are not noted for
their extracellular degradative enzymes and may frequently depend on soluble
breakdown products provided by lignocellulose-degrading ascomycetes or basid-
iomycetes (Cooke and Rayner, 1984). From here, it may have been a short step to
direct, biotrophic parasitism of the decomposer fungi, a nutritional mode found
among some Mucorales and related groups (O’Donnell, 1979; Benny et al., 2001).
The references listed previously provide an entry point for the literature on taxo-
nomy and ecology of soil Zygomycetes.

The Ascomycota are the largest group in number of species (approximately
33,000, plus another 16,000 known only as asexual forms) and span a range of
nutritional modes from parasites and pathogens of plants, animals, and other fungi
through mutualists (forming both lichens and some ectomycorrhizas) and sapro-
trophs (Kirk et al., 2001). Meiosis and production of sexual spores (ascospores)
occurs within a sac-shaped cell, the ascus. It has often puzzled other biologists
that mycologists may refer to the same fungus by two (or more) different names
depending on whether it reproduces sexually (referred to as the teleomorph) or
asexually (anamorph). A separate, artificial phylum (Deuteromycota, or “Fungi
Imperfecti”’) and a number of artificial class names (Agonomycetes, Coelomycetes,
Deuteromycetes, Hyphomycetes) have been used for fungi that lack known sexual
structures, but the majority of these are asexual relatives of Ascomycota (Seifert
and Gams, 2001). Most fungal systematists have abandoned the Deuteromycota,
and many are now trying to unify the classification of these fungi as they are
linked by phylogenetic analyses of their DNA sequences. Among the filamentous
Ascomycota are many of the most important soil-borne pathogens of crop plants,
including wilts caused by Fusarium and Verticillium and root and stem rots caused
by Cochliobolus, Giberella, Gaeumannomyces, Phymatotrichopsis, and Sclerotinia
(Farr et al., 1989; Holliday, 1989; Agrios, 1997). The most familiar and econom-
ically important molds, including Aspergillus and Penicillium, are asexual forms
of Ascomycota that are also abundant in soils: Aspergillus more commonly in
tropical soils and Penicillium more commonly in cool temperate and boreal soils
(Christensen, 1981). Key literature to the identification of anamorphic and teleo-
morphic Ascomycota includes Ellis (1971, 1976), Pitt (1979), von Arx (1981),
Domsch et al. (1993), and Klich (2002), with additional references provided by
Kirk ez al. (2001) and Mueller et al. (2004).
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Yeasts are fungi adapted to life in aqueous environments often of high osmotic
potential, through growth of separate, usually elliptical cells that divide by bud-
ding or fission (Barnett et al., 1990; Kurtzman and Fell, 1998). Most yeasts,
including the most economically important ones such as Saccharomyces cerevisiae,
belong in the Ascomycota (Kurtzman and Sugiyama, 2001). Many yeasts are
found in association with fruits, flowers, and other rich sources of readily assimi-
lated sugars and other carbohydrates, but others (particularly basidiomycetous
yeasts in Cryptococcus, Rhodosporidium, Rhodotorula, and Sporobolomyces) are
found in soil, where they may be closely associated with plant roots or may be
important members of the decomposer consortium breaking down plant and ani-
mal wastes (Lachance and Starmer, 1998; Fell et al., 2001).

Lichens are symbiotic associations between fungi and green algae or cyanobac-
teria, in which the fungal partner (mycobiont) forms a characteristic structure
called a thallus (what we see as a lichen) that encloses and protects the alga or
cyanobacterium (photobiont) (Hale, 1983; Nash, 1996). Just as with mycorrhizal
symbioses, lichens evolved independently in the Zygomycota, Ascomycota, and
Basidiomycota (Gargas et al., 1995; Lutzoni et al., 2004), but by far the majority
of lichen species (over 20,000 described species) are in the Ascomycota (Kirk
et al.,2001). Lichens form the dominant ground cover over large areas of arctic and
alpine environments. The cryptobiotic soil crusts that protect soils in arid envi-
ronments may include lichens, together with consortia of fungi (States and Chris-
tensen, 2001), algae, and cyanobacteria (West, 1990; Belnap and Lange, 2001).
Brodo et al. (2001) provide a beautiful and highly useful introduction to lichen
identification and biology.

The Basidiomycota differ from Ascomycota primarily by production of sexual
spores (basidiospores) outside the basidium, the cell in which meiosis takes place.
Approximately 30,000 species are known. The Basidiomycota may be divided into
the subphyla Ustilaginomycotina (smuts), Urediniomycotina (rusts), and Hymeno-
mycotina, the latter divided into the Classes Heterobasidiomycetes ( jelly fungi)
and Homobasidiomycetes (mushrooms and relatives) (modified from Kirk et al.,
2001, and McLaughlin and McLaughlin, 2001). Only the last group is important
in soil, although various stages of the life cycles of smuts and jelly fungi may occur
in soil and be important to their survival. The Homobasidiomycetes, with approx-
imately 13,000 described species, include gilled mushrooms, boletes, polypores,
coral fungi, stinkhorns, and crust fungi, many with their mycelial phase occurring
in soil (Hibbett and Thorn, 2001). This great diversity has mostly been overlooked
in surveys of soil fungi. Within the Homobasidiomycetes are some very important
soil-borne pathogens of crop plants, including Rhizoctonia (sexual states in
Thanatephorus and several other genera; Roberts, 1999), and of forest trees,
including Armillaria, Phellinus, and Ganoderma (Tainter, 1996). The majority of
Homobasidiomycetes (perhaps 8500 described species) are saprotrophic leaf- and
wood-decomposing fungi; their activities may extend well into the mineral hori-
zons of soil wherever organic materials are present (Rayner and Boddy, 1988;
Hibbett and Thorn, 2001).
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Approximately 4500 described species of Homobasidiomycetes form ectomy-
corrhizal relations with woody vascular plants in 30 families. Forests of ectomyc-
orrhizal trees are dominant over much of the temperate, boreal, and alpine regions
of the world, whereas tropical forests are mostly dominated by species with arbuscu-
lar mycorrhizas, with ectomycorrhizal trees widely dispersed or locally dominant
(Smith and Read, 1997; Brundrett, 2002). Boreal forests with very few species of
trees (perhaps 2 or 3 dominants) form ectomycorrhizas with hundreds or even thou-
sands of species of fungi. By contrast, highly diverse tropical forests (with 80—100
species per hectare) form arbuscular mycorrhizas with a handful of morphos-
pecies of Glomales. Each of these represents an evolutionary conundrum.

Homobasidiomycetes also include nematode-destroying fungi, fungi cultivated
by leaf-cutting ants and their relatives, and “corpse-finder fungi” that fruit near
animal corpses or accumulations of dung or urine (Thorn, 2002). Their tremendous
range of nutritional modes and their persistent, extensive mycelia make Homoba-
sidiomycetes of great importance in spanning space, time, and trophic levels within
terrestrial ecosystems. There is a tremendous literature for identification of mush-
rooms and other Homobasidiomycetes, among which Moser (1983), Gilbertson and
Ryvarden (1986-1987), Jiilich and Stalpers (1980), and Stalpers (1993, 1996) are
good starting points for temperate taxa, with additional references provided in
Kirk et al. (2001) and Mueller et al. (2004). Unfortunately, there are few morpho-
logical characters and no useful references for identifying cultures of these fungi
isolated from soil; the best hope lies in the growing database of ribosomal DNA
sequences.

EUKARYOTIC ALGAE

The temporarily or permanently wet margins of rivers, lakes, and ponds and
the peaty substrates of bogs and fens are home to many freshwater algae that do
not thrive far from water. These may be referred to as the hydroterrestrial algae.
However, the diverse soils of temperate and tropical agriculture, grasslands, forests,
arctic and alpine tundra, and even deserts also harbor a surprisingly diverse and
active flora of both eukaryotic algae and cyanobacteria. These are referred to as
terrestrial algae, or sometimes as “edaphic algae.” Cryptobiotic crusts (formed by
eukaryotic algae together with filamentous fungi, yeasts, and cyanobacteria) are
termed “epedaphic.” General discussion or conclusions regarding the algal flora
of soil and its functioning are hampered by historic taxonomic confusion and by
literature up to the present day in which the numbers and activities of cyanobac-
teria are included together with those of eukaryotic algae. The roles of these two
groups in the soil nitrogen cycle are vastly different, since common soil cyanobac-
teria such as Nostoc, Anabaena, Tolypothrix, Scytonema, and Cylindrospermum
are highly active in nitrogen fixation, with rates often 20-30kg ha~! year™!
(Zackrisson et al., 2004); rates in desert soil crusts are lower (1.4-9kg ha™! year™!)
and dependent upon taxonomic composition, moisture, and suitable temperatures
(Belnap, 2002). There is room for a great deal of research to tease out the partic-
ular roles and quantitative significance of the various eukaryotic algae in soil.
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However, in general, it can be said that they play an important role in net primary
production and the incorporation of organic carbon and nitrogen into soil, crucial
during primary succession on land created by volcanic activity or bared by the
retreat of glaciers. Upon their death, much of this organic matter is generally read-
ily accessible to microbial decomposition and enters the actively cycling nutrient
pool. A small part, made up of cell wall materials and exudates, may become com-
plexed with soil phenolics of plant origin and form more stable humic substances
that help to provide soil structure. Together with soil fungi and some other microbes,
terrestrial algae may also be responsible for liberation of nutrients from insoluble
sources in the mineral fraction or horizon of soil (Metting, 1981; Jongmans et al.,
1997). Finally, in many dune or desert environments where vascular plant growth
is restricted by permanent or seasonal drought, eukaryotic algae alone or in mixed
cryptobiotic crusts play a vital role in stabilizing the “soil” surface, gradually
adding soil organic matter that holds soil moisture and provides nutrients for plant
establishment.

Soil is a common habitat for nonmotile green algae. Both filamentous and coccoid
forms occur, the latter more common in desert soils. Green algae tend to dominate
the algal flora of acid soils, and some are observed only following enrichment
culturing. Frequent genera include Actinochloris, Ankistrodesmus, Bracteacoccus,
Characium, Chlorella, Chlorococcum, Chlorosarcinopsis, Fernandinella, Hormotilla,
Keratococcus, Muriella, Protosiphon, Stichococcus, Tetracystis, Apatococcus,
Desmococcus, Klebsormidium, and Ulothrix. Most are limited to the surface of
wet soils, and some are epiphytic on algae or mosses. Trentepohlia forms long,
brilliant orange filaments on soil-free rocks and bark, often not recognized as a
green alga even by those who notice it. In this and many other Chlorophyta, pho-
toprotective carotenoids mask the “typical” grass green color.

Red algae are infrequent in typical soils. Species of Cyanidium are found in
and around acidic hot springs and species of Porphyridium grow as reddish gelat-
inous masses encrusting polluted, ammonium-rich soils in shaded areas and on
wet, well-decayed logs. Both are spherical unicells with a mucilaginous matrix.

Species of Euglena (fusoid, uniflagellate cells with red eyespot and with or
without chloroplasts) are abundant where moisture, organic matter, and often ammo-
nium are high, such as wet footprints in paddocks, puddles, ditches, and farm ponds.
Facultative photoautotrophs, they can subsist as achlorophyllous heterotrophs.
The nonphotosynthetic, phagotrophic Peranema also frequents similar habitats.

Members of the golden-green algae (Xanthophyta) are usually found on the
surface of moist soils. Vegetative cells are nonmotile and exhibit a variety of growth
forms, from unicellular and globose or cylindrical to colonial and coenocytic, or
filamentous. Genera reported from soil include Botrydiopsis, Botrydium, Bumilleria,
Bumilleriopsis, Heterococcus, Vaucheria, and Xanthonema (= Heterothrix).

Diatoms form beautiful exoskeletons (frustules) of silica; deposits of millennia
form diatomaceous earth, which can be used as a natural insecticide. Marine
diatoms are probably the single largest primary producers in the world, and diatoms
are also abundant in freshwater ecosystems. In terrestrial ecosystems, diatoms
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occur primarily in neutral to slightly alkaline soils, where their populations may
reach 103 cells per gram dry weight of soil (Bérard et al., 2004). Members of the
genera Achnanthes, Cymbella, Fragilaria, Hantzschia, Navicula, Pinnularia,
Stauroneis, and Surirella (many of which are admittedly artificial) are frequently
reported. These are organisms of moist surfaces, including plants, other algae, lit-
ter, and bare mineral or organic soil.

For reviews of terrestrial algae, see Metting (1981) and Hoffmann (1989); use-
ful taxonomic references include Foged (1978), Dodd (1987), Entwisle et al.
(1997), Ling and Tyler (2000), John et al. (2002), and Wehr and Sheath (2003). As
with much of biology, much more is known about these organisms in temperate
(especially north temperate) regions of the world, but the biological roles of ter-
restrial algae everywhere deserve considerably more study.
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INTRODUCTION

Animals, another group of major heterotrophs in soil systems, can be viewed
as facilitators of bacterial and fungal activity and diversity in soils. They exist in
food webs containing several trophic levels. Some are herbivores, since they feed
directly on roots of living plants, but most subsist upon dead plant matter (sapro-
phytes), or living microbes associated with it, or a combination of the two. Still
others are carnivores, parasites, or top predators. Analyses of food webs in the soil
have emphasized numbers of the various organisms and their trophic resources.
The structure of these food webs is complex, with many “missing links” poorly
described or as yet unknown (Walter et al., 1991; Scheu and Setild, 2002).

163



1 64 CHAPTER 7 FAUNA: THE ENGINE FOR MICROBIAL ACTIVITY AND TRANSPORT

Animal members of the soil biota are numerous and diverse and include repre-
sentatives of all terrestrial phyla. Many groups of species are not described
taxonomically, and details of their natural history and biology are unknown. For
the microarthropods only about 10% of populations have been explored and per-
haps 10% of species described (André et al., 2002). We feel protection of biodi-
versity in ecosystems clearly must include the rich pool of soil species. This is
because data for some of these species individually and collectively indicate tight
connections to biodiversity aboveground, major roles in ecosystem processes, and
provision of ecosystem benefits for human well-being (Wardle et al., 2004; Wall
et al., 2005; Wall, 2004).

When research focuses at the level of the soil ecosystem two things are
required: the cooperation of multiple disciplines (soil scientists, zoologists, and
microbiologists) and the lumping of animals into functional groups. These groups
are often taxonomic, but species with similar biologies and morphologies are
grouped together for purposes of integration (Coleman et al., 1993; Hendrix et al.,
1986; Hunt et al., 1987).

The soil fauna also may be characterized by the degree of presence in the soil or
microhabitat utilization by different life forms. There are transient species, exem-
plified by the ladybird beetle, which hibernates in the soil but otherwise lives in the
plant stratum. Gnats (Diptera) are temporary residents of the soil, since the adult
stages live aboveground. Their eggs are laid in the soil and their larvae feed on
decomposing organic debris. In some soil situations dipteran larvae are important
scavengers. Cutworms are temporary soil residents, whose larvae feed on seedlings
by night. Nematodes that parasitize insects and beetles spend part of their life
cycle in soil. Periodic residents spend their life histories belowground, with adults,
such as the velvet mites, emerging to reproduce. The soil food webs are linked to
aboveground systems, making trophic analyses much more complicated than in
either subsystem alone (Wardle et al., 2004). Even permanent residents of the soil
may be adapted to life at various depths in the soil.

Among the microarthropods, collembolans are examples of permanent soil res-
idents. The morphology of collembolans reveals their adaptations for life in dif-
ferent soil strata. Species that dwell on the soil surface or in the litter layer may be
large, pigmented, and equipped with long antennae and a well-developed jumping
apparatus (furcula). Collembolans living within mineral soil tend to be smaller,
with unpigmented, elongate bodies, and possess a much reduced furcula.

A generalized classification by length illustrates a commonly used device for
separating the soil fauna into size classes: microfauna, mesofauna, macrofauna,
and megafauna. This classification encompasses the range from smallest to largest,
i.e., from ca. 1-2 pm for the microflagellates to >2 m for giant Australian earth-
worms. Body width of the fauna is related to their microhabitats (Fig. 7.1). The
microfauna (protozoa, rotifers, tardigrades, small nematodes) inhabit water films.
The mesofauna inhabit existing air-filled pore spaces and are largely restricted to
existing spaces. The macrofauna have the ability to create their own spaces,
through their burrowing activities, and like the megafauna, can have large influences
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FIGURE 7.1 Size classification of organisms in decomposer food webs by body width
(Swift et al., 1979).

on gross soil structure (Lavelle and Spain, 2001; van Vliet and Hendrix, 2003).
Methods for studying these faunal groups are mostly size-dependent. The macro-
fauna may be sampled as field collections, often by hand sorting, and populations
of individuals are usually measured.

There is considerable gradation in the classification based on body width. The
smaller mesofauna exhibit characteristics of the microfauna, and so forth. The vast
range of body sizes among the soil fauna emphasizes their effects on soil processes
at a range of spatial scales. Three levels of participation have been suggested
(Lavelle et al., 1995; Wardle, 2002). “Ecosystem engineers,” such as earthworms,
termites, or ants, alter the physical structure of the soil itself, influencing rates of
nutrient and energy flow. “Litter transformers,” the microarthropods, fragment
decomposing litter and improve its availability to microbes. “Micro-food webs”
include the microbial groups and their direct microfaunal predators (nematodes
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FIGURE 7.2 Organization of the soil food web into three categories—ecosystem engineers, lit-
ter transformers, and micro-food webs (after Wardle, 2002, and Lavelle et al., 1995).

and protozoans). These three levels operate on different size, spatial, and time
scales (Fig. 7.2, Wardle, 2002).

THE MICROFAUNA

The free-living protozoa of litter and soils belong to two phyla, the Sarco-
mastigophora and the Ciliophora. They are considered in four ecological groups:
the flagellates, naked amoebae, testacea, and ciliates (Lousier and Bamforth, 1990).
A general comparison of body plans is given in Fig. 7.3, showing representatives
of the four major types.

1. Flagellates (named for their one or more flagella, or whip-like propulsive
organs) are among the more numerous and active of the protozoa. They play a sig-
nificant role in nutrient turnover, with bacteria as their principal prey items (Zwart
and Darbyshire, 1991; Kuikman and Van Veen, 1989). Numbers vary from 10°g !
in desert soils to more than 10° g_1 in forest soils (Bamforth, 1980).

2. Naked amoebae are among the more voracious of the soil protozoa and are
very numerous and active in a wide range of agricultural, grassland, and forested
soils (Clarholm, 1981, 1985; Gupta and Germida, 1989). The dominant mode of
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FIGURE 7.3 Morphology of four types of soil Protozoa: (a) flagellate (Bodo); (b) naked amoeba
(Naegleria); (c) testacean (Hyalosphenia); (d) ciliate (Oxytricha) (from Lousier and Bamforth, 1990).

feeding for the amoebae, as for the larger forms such as Ciliates, is phagotrophic
(engulfing), with bacteria, fungi, algae, and other fine particulate organic matter
being the majority of the ingested material. They are highly plastic, in terms of
their ability to explore very small cavities or pores in soil aggregates and to feed upon
bacteria that would otherwise be considered inaccessible to predators (Foster and
Dormaar, 1991).

3. Testate amoebae: Compared with the naked amoebae, testate amoebae
are often less numerous, except in moist, forested systems. They are more easily
enumerated by a range of direct filtration and staining procedures. Lousier and
Parkinson (1984) noted a mean annual biomass of 0.07 g dry wt m™~2 of aspen
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woodland soil, much smaller than the average annual mass for bacteria or fungi,
23 and 40 g dry wt m~2, respectively. However, the testacean annual secondary
production (new tissue per year) was 21 g dry wt m ™2, which they calculated to be
essentially the entire average standing crop of the bacteria in that site.

4. Ciliates have unusual life cycles and complex reproductive patterns and
tend to be restricted to very moist or seasonally moist habitats. Their numbers are
lower than those of other groups, with a general range of 10 to 500 g~ ! of litter/soil.
Ciliates can be very active in entering soil cavities and pores and exploiting bac-
terial food sources (Foissner, 1987). Ciliates, like other protozoa, have resistant or
encysted forms and emerge when conditions, such as food availability, are favorable
for growth and reproduction. Ciliates, flagellates, and naked and testate amoebae
reproduce asexually by fission. The flagellates, naked amoebae, and testacea repro-
duce by syngamy, or fusion of two cells. For the ciliates, sexual reproduction occurs
by conjugation, with the micronucleus undergoing meiosis in two individuals and the
two cells joining at the region of the cytostome and exchanging haploid “gametic”
nuclei. Each ciliate cell then undergoes fission to produce individuals, which are
genetically different from the preconjugant parents (Lousier and Bamforth, 1990).

METHODS FOR EXTRACTING AND
COUNTING PROTOZOA

Researchers have favored the culture technique (Singh, 1946), in which small
quantities of soil or soil suspensions from dilution series are incubated in small
wells, inoculated with a single species of bacteria as a food source. Based on the
presence or absence in each well, one can calculate the overall population density
(“‘most probable number”). Adl (2003), Cotteaux (1972), and Foissner (1987) favor
the direct count approach, in which one examines soil samples, in water, to see the
organisms present in the subsample. The advantage of direct counting is that it is
possible to observe the organisms immediately present and not rely on the palata-
bility of the bacterium as substrate in the series of wells in the culture technique. The
disadvantage of the direct count method is that one usually employs only 5-30 mg
of soil, so as not to be overwhelmed with total numbers (Foissner, 1987). This dis-
criminates against some of the more rare forms of testaceans or ciliates that may
have a significant impact on an ecosystem process, if they happen to be very large.

The culture technique attempts to differentiate between active (trophozoite
forms) and inactive (cystic) forms by treatment of replicate samples with 2%
hydrochloric acid overnight. The acid kills off the trophozoite forms. After a wash
in dilute NaCl, the counting continues. This assumes that all cysts will excyst after
this drastic process, an assumption not always met.

IMPACTS OF PROTOZOA ON ECOSYSTEM FUNCTION

Several investigators have noted the obvious parallel between the protozoan—
microbe interaction in water films in soil and on root surfaces and in open-water
aquatic systems (Stout, 1963; Clarholm, 1994; Coleman, 1994). The “microbial
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loop,” defined by Pomeroy (1974) as the rapid recycling of nutrients by protozoan
grazers, is a powerful conceptual tool. In a fashion similar to that occurring in
aquatic systems, rapidly feeding protozoa may consume one or more standing
crops of bacteria in soil every year (Clarholm, 1985; Coleman, 1994). This ten-
dency is particularly marked in the rhizosphere, which provides a ready food
source for microbial prey.

The population dynamics of bacteria, naked amoebae, and flagellates were fol-
lowed in the humus layer of a pine forest in Sweden (Clarholm, 1994). Bacteria
and flagellates began increasing in number immediately after a rainfall event and
rose to a peak after 2-3 days. Naked amoebae rose more slowly, peaked after 4-5
days, and then tracked the bacterial decrease downward. The flagellates followed
a pattern similar to that of the naked amoebae. Further information on protozoan
feeding activities and their impacts on other organisms and ecosystem function is
given in Darbyshire (1994). Bonkowski et al. (2000) suggest that protozoa, and
the bacteria they feed upon in the rhizosphere, produce plant growth-promoting
compounds that stimulate plant growth above and beyond the amounts of N min-
eralized in the rhizosphere. Protozoa and other microfauna are quite sensitive to
environmental insults, and changes in the distribution and activities are diagnostic
of changes in soil health (Gupta and Yeates, 1997).

DISTRIBUTION OF PROTOZOA IN SOIL PROFILES

Although protozoa are distributed principally in the upper few centimeters of a
soil profile, they are also found at depth, over 200 m deep in groundwater envi-
ronments (Sinclair and Ghiorse, 1989). Small (2-3 pum cell size) microflagellates
decreased 10-fold in numbers during movement through 1 m in a sandy matrix
under a trickling-filter facility (in dilute sewage), compared to a 10-fold reduction
in bacterial transport over a 10-m distance (Harvey et al., 1995).

ROTIFERA

These small fauna are often found only when a significant proportion of water
films exist in soils. While they may not be listed in major compendia of soil biota
(Dindal, 1990), they are a genuine, albeit secondary, component of the soil fauna
(Wallwork, 1976). Rotifers exist in bagged leaf litter and in even more extreme
environments, such as the soils of the Antarctic Dry Valleys (Treonis et al., 1999).

More than 90% of soil rotifers are in the Order Bdelloidea, or worm-like
rotifers. In these creeping forms, the suctorial rostral cilia and the adhesive disc
are employed for locomotion (Donner, 1966). Rotifers, like tardigrades and nema-
todes, can enter a desiccated resistant state (anhyrobiosis) at any stage in their life
cycle, in response to environmental stress. When the stress is removed, they rehy-
drate and become active. Additional life history features of interest include the
construction of shells from a body secretion, which may have particles of debris
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and/or fecal material adhering to it. Some rotifers will use the empty shells of
Testacea, the thecate amoebae, to survive. The Bdelloidea are vortex feeders, cre-
ating currents of water that conduct food particles, such as unicellular algae or
bacteria, to the mouth for ingestion. The importance of these organisms is largely
unknown, although they may reach numbers exceeding 10’ m~2 in moist, organic
soils (Wallwork, 1970). Rotifers are extracted from soil samples and enumerated
using methods similar to those used for nematodes (see the following).

NEMATODA

The Phylum Nematoda contains nematodes or roundworms, which are among
the most numerous and diverse of the multicellular organisms found in any
ecosystem. It has been estimated that four of every five animals on earth are nema-
todes (Bongers and Ferris, 1999). As with the protozoa, rotifers, and tardigrades,
nematodes live in water films or water-filled pore spaces in soils. Nematodes have
a very early phylogenetic origin among the Eukarya (Blaxter et al., 1998), but as
with other invertebrate groups, the fossil record is fragmentary. Nematodes are
most closely related to the Rotifers, Gastrotrichs, and Nematophora. They are
considered to be triploblastic pseudocoelomates (three body layers: ectoderm,
mesoderm, and endoderm).

The overall body shape is cylindrical, tapering at the ends (Fig. 7.4). Nematode
body plans are characterized by a “tube within a tube” (alimentary tract/the body
wall). They have a complete digestive system or an alimentary tract, consisting of
a stoma or stylet, pharynx (or esophagus), and intestine and rectum, which opens
externally at the anus. The reproductive structures are complex, and sexes are gen-
erally dimorphic. Some species are parthenogenetic, producing only females.
Nematodes are highly diverse but can be identified to order or family by examin-
ing specific morphological characteristics under high magnification (>100X)
using compound microscopes.

NEMATODE FEEDING HABITS

Nematodes feed on a wide range of foods. A general trophic grouping is: bacter-
ial feeders, fungal feeders, plant feeders, and predators and omnivores. For the pur-
poses of our overview, one can use anterior (stomal or mouth) structures to
differentiate feeding, or trophic, groups (Fig. 7.5) (Yeates and Coleman, 1982;
Yeates et al., 1993). Plant-feeding nematodes have a hollow stylet that pierces cell
walls of higher plants. Some species are facultative, feeding occasionally on plant
roots or root hairs. Others, more recognized for their damage to agricultural crops
and forest plantations, are obligate parasites of plants and feed internally or exter-
nally on plant roots. The effect nematodes have on plants is generally species-
specific and can include alterations in root architecture, water transport, and plant
metabolism, or all of these. Recently, the sedentary obligate parasites were found to
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FIGURE 7.4 Structures of a Rhabditis sp., a secernentean microbotrophic nematode of the
order Rhabditida. (Left) Female. (Right) Male. St, stoma; C, corpus area of the pharynx; N, nerve ring;
E.p, excretory pore; B.b, basal bulb of the pharynx; I, intestine; T, testis; E, eggs; V, vulva; Va, vagina;
U, uterus; O, ovary; Sp, sperm; V.d, vas deferens; R.g, rectal glands; R, rectum; A, anus; S, spicules;
G, gubernaculum; B, bursa; P, phasmids; G.P., genital papillae; Cl, cloaca (courtesy of Proceedings of
the Helminthological Society of Washington) (from Poinar, 1983).

have multiple parasitic genes. Some of the genes for secretion of endogluconases
(cellulases) appear to play direct roles in the nematode parasitic process. Their
enzyme products modify plant cell walls and cell metabolism (Davis et al., 2000,
2004). These genes have greatest similarity to microbial genes for cellulases, but
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® E
FIGURE 7.5 Head structures of a range of soil nematodes. (a) Rhabditis (bacterial feeding); (b)
Acrobeles (bacterial feeding); (c) Diplogaster (bacterial feeding, predator); (d) tylenchid (plant feeding,
fungal feeding, predator); (e) Dorylaimus (feeding poorly known, omnivore); (f) Xiphinema (plant
feeding); (g) Trichodorus (plant feeding); (h) Mononchus (predator) (from Yeates and Coleman, 1982).

coevolution of plant and parasite seems more likely than horizontal gene transfer
from microbes to parasite.

Some of the stylet-bearing nematodes (e.g., the Family Neotylenchidae) may feed
on roots, root hairs, and fungal hyphae (Yeates and Coleman, 1982). Some bacterial
feeders (e.g., Alaimus) may ingest 10-pm-wide cyanobacterial cells (Oscillatoria)
despite the mouth of the nematode being only 1 pm wide. This indicates that the
cyanobacterial cells can be compressed markedly by the nematode (Yeates, 1998).
The population growth of bacterial-feeding nematodes is strongly dependent on
the species of bacteria ingested (Venette and Ferris, 1998). Immature forms of cer-
tain nematodes may be bacterial feeders and then become predators or parasites
on other fauna once they have matured.

The feeding habits and impacts of entomopathogenic nematodes, nematodes
carrying symbiotic bacteria that are lethal to their insect host, are distributed world-
wide. They have been cultured and sold commercially to control garden pests and
mosquitoes (Gaugler, 2002; Hominick, 2002). The nonfeeding, infective juveniles,
or third instar (dauer) larvae, of nematodes in the Family Heterorhabditidae and
Steinernematidae, live in the soil and search for insect hosts (Gaugler, 2002). The
infective juvenile enters the insect host (which it senses along a CO, gradient
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(Strong et al., 1996)) through a body opening, punctures a membrane, and releases
its symbiotic bacteria, which kill the host within 24—48 h. A rapidly growing bac-
terial population then digests the insect cadaver and provides food for the expo-
nentially growing adult nematode population. The symbiotic bacteria produce
antibiotics and other antimicrobial substances that protect the host cadaver and
adult nematodes inside from invasion by alien bacteria and fungi from the soil
(Strong et al., 1999). When the cadaver is exhausted of resources, reproduction
shunts to infective juveniles, which break through the host integument and dis-
perse into the soil. As many as 410,000 Heterorhabditis hepialus infective juve-
niles are produced in a large ghost moth caterpillar.

Ruess et al. (2002) have traced the fatty acids specific to fungi to the body tis-
sues of fungal-feeding nematodes. This technique shows considerable promise for
more detailed biochemical delineation of food sources of specific feeding groups
of nematodes. Fungal-feeding nematodes are known to feed preferentially on dif-
ferent fungal species (Mankau and Mankau, 1963), including mycorrhizas and
yeasts. Because of the wide range of feeding types and the fact that they seem to
reflect ages of the systems in which they occur, i.e., annual vs perennial crops, old
fields and pastures, and more mature forests, nematodes have been used as indi-
cators of overall ecological condition (Bongers, 1990; Freckman and Ettema,
1993; Ferris et al., 2001). This is a growing area of research in soil ecology, one
in which the intersection between community analysis and ecosystem function
could prove to be quite fruitful.

ZONES OF NEMATODE ACTIVITY IN SOIL

The soil fauna may be concentrated in the rhizosphere. Ingham ez al. (1985) found
up to 70% of the bacterial- and fungal-feeding nematodes in the 4-5% of the total soil
that was rhizosphere, namely the amount of soil 1-2 mm from the root surface (the
rhizoplane). Griffiths and Caul (1993) found that nematodes migrated to packets of
decomposing grass residues, where there were considerable amounts of labile sub-
strates and microbial food sources. They concluded that nematodes seek out these
“hot spots” of concentrated organic matter and that protozoa do not. Nematodes also
move and occur vertically in soils. In deserts, nematodes are associated with plant
roots to depths of 15 m as are mites and other biota (Freckman and Virginia, 1989).

Wallace (1959) noted that movement of nematodes was optimum when soil
pores were half drained of free water. Using pressure plates, Demeure et al. (1979)
showed that nematode movement was found to cease and anhydrobiosis to begin
when the water film thickness surrounding a soil particle is between 6 and 9
monomolecular layers of water. This is equivalent to soil pores being completely
drained of free water. However, a nematode species from desert habitats tolerated
drier soils with less pore water than a species from a tropical habitat. Elliott et al.
(1980) noted that the limiting factor for nematode survival often hinges on the avail-
ability and size of soil pore necks, which enable passage between soil pores. Yeates
et al. (2002) measured the movements, growth, and survival of three genera of
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bacterial-feeding soil nematodes in undisturbed soil cores maintained on soil
pressure plates. Interestingly, the nematodes showed significant reproduction
even when diameters of water-filled pores were approximately 1 pm.

NEMATODE EXTRACTION TECHNIQUES

Nematodes may be extracted by a variety of techniques, either active or passive in
nature. The principal advantage of the oldest, active method, namely the Baermann
funnel method, is that it is simple, requiring no sophisticated equipment or electric-
ity. It is based on the animal’s movement and gravity. Samples are placed on coarse
tissue paper, on a coarse mesh screen, and then placed in the cone of a funnel and
immersed in water. After crawling through the moist soil and filter paper, the nema-
todes fall down into the neck of the funnel and fall to the bottom of the funnel stem,
which is closed off with a screw clamp on a rubber hose. At the conclusion of the
extraction (typically 48 h), the nematodes in solution are drawn off into a vial and
kept preserved for examination later. Drawbacks to the technique are that only active
nematodes are extracted. It also allows dormant nematodes to become active and
eggs to hatch into juveniles and be extracted, yielding a slightly inflated estimate of
the true, “active” population at a given time. For more accuracy in determination of
populations, the passive, or flotation, techniques are generally preferred. Passive
methods include filtration, or decanting and sieving, and flotation/centrifugation
(Coleman et al., 1999) to remove the nematodes from the soil suspension. Elutriation
methods can be employed for handling larger quantities of soil, usually greater than
500 g, or to recover large amounts and a greater diversity of nematodes. Elutriation
methods rely on fast mixing of soil and water in funnels. Semiautomatic elutriators,
which enhance the number of soil samples to be extracted, are available (Byrd et al.,
1976). There are many references comparing methods, including McSorley and
Frederick (2004), Schouten and Arp (1991), and Whitehead and Hemming (1965).
Anhydrobiotic nematodes can be extracted in a high-molarity solution such as
sucrose, which prevents the nematodes from rehydrating (Freckman et al., 1977).

MICROARTHROPODS

Large numbers of the microarthropod group (mainly mites and collembolans) are
found in most types of soils. A square meter of forest floor may contain hundreds of
thousands of individuals representing thousands of species. Microarthropods have a
significant impact on the decomposition processes in the forest floor and are impor-
tant reservoirs of biodiversity in forest ecosystems. Many microarthropods feed on
fungi and nematodes, thereby linking the microfauna and microbes with the meso-
fauna. Microarthropods in turn are prey for macroarthropods, such as spiders, bee-
tles, ants, and centipedes, thus bridging a connection to the macrofauna.

In the size spectrum of soil fauna, the mites and collembolans are mesofauna.
Members of the microarthropod group are unique, not so much because of their
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body size as because of the methods used for sampling them. Small pieces of habi-
tat (soil, leaf litter, or similar materials) are collected and the microarthropods
extracted from them in the laboratory. Most of the methods used for microarthropod
extraction are either variations of the Tullgren funnel, which uses heat to desiccate
the sample and force the arthropods into a collection fluid, or flotation in solvents
or saturated sugar solutions followed by filtration (Edwards, 1991). Generally, flota-
tion methods work well in low organic, sandy soils, while Tullgren funnels per-
form best in soils with high organic matter content. Flotation procedures are more
laborious than the Tullgren extraction. Better estimates of species number may be
achieved using fewer, larger samples. However, valid comparisons of microarthro-
pod abundance in different habitats may be obtained even if extraction efficiencies,
though unknown, are similar.

Microarthropod densities vary during seasons within and between different
ecosystems. Generally, temperate forest floors with large organic matter content sup-
port high numbers (33-88 X 10*m~2) and coniferous forests may have in excess
of 130 X 10°m™2. Tropical forests, where the organic layer is thin, contain
fewer microarthropods (Seastedt, 1984; Coleman et al., 2004). Tillage, fire, and
pesticide applications typically reduce populations, but recovery may be rapid and
microarthropod groups respond differently. Soil mites usually outnumber collem-
bolans but the latter become more abundant in some situations. In the springtime, for-
est leaf litter may develop large populations of “snow fleas” (Hypogastrura nivicola
and related species). Among the mites themselves, the oribatids usually dominate
but the delicate Prostigmata may develop large populations in cultivated soils with
a surface crust of algae. Estimation of species richness is a difficult problem for
most soil fauna, including ants.

ENCHYTRAEIDS

In addition to earthworms (discussed under Macrofauna), another important
family of terrestrial Oligochaeta is the Enchytraeidae. This group of small, unpig-
mented worms, also known as “potworms,” is classified within the “microdrile”
oligochaetes and consists of some 600 species in 28 genera. Species from 19 of
these genera are found in soil, the remainder occur primarily in marine and fresh-
water habitats (Dash, 1990; van Vliet, 2000). The Enchytraeidae are thought to have
arisen in cool temperate climates where they are commonly found in moist forest
soils rich in organic matter. Various species of enchytraeids are now distributed
globally from subarctic to tropical regions.

Keys to the common genera were presented by Dash (1990). Identification of
enchytraeid species is difficult, but genera may be identified by observing internal
structures through the transparent body wall of specimens mounted on slides.

The Enchytraeidae are typically 10-20 mm in length and are anatomically similar
to the earthworms, except for the miniaturization and rearrangement of features
overall. They possess setae (with the exception of one genus), and a clitellum in
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FIGURE 7.6 Two enchytraeid worms tunneling through a pine needle, indicated by arrows
(fecal pellets have been deposited on the outside). F1 layer (modified from Ponge, 1991).

segments XII and XIII, which contains both male and female pores. Sexual repro-
duction in enchytraeids is hermaphroditic and functions similarly to that in earth-
worms. Cocoons may contain one or more eggs, and maturation of newly hatched
individuals ranges from 65 to 120 days depending on species and environmental
temperature (van Vliet, 2000). Enchytraeids also display asexual strategies of
parthenogenesis and fragmentation, which enhance their probability of coloniza-
tion of new habitats (Ddsza-Farkas, 1996).

Enchytraeids ingest both mineral and organic particles in the soil, although
typically of smaller size ranges than those of earthworms. Numerous investigators
have noted that finely divided plant materials, often enriched with fungal hyphae
and bacteria, are a principal portion of the diet of enchytraeids. Microbial tissues
are probably the fraction most readily assimilated because enchytraeids lack the
gut enzymes to digest more recalcitrant soil organic matter (van Vliet, 2000).
Didden (1990, 1993) suggested that enchytraeids feed predominantly upon fungi,
at least in arable soils, and classified a community as 80% microbivorous and 20%
saprovorous. As with several other members of the soil mesofauna, the mixed
microbiota that occur on decaying organic matter, either litter or roots, are proba-
bly an important part of the diet of these creatures. The remaining portions of
organic matter, after the processes of ingestion, digestion, and assimilation, become
part of the slow-turnover pool of soil organic matter. Zachariae (1964) suggested that
so-called “collembolan soil,” said to be dominated by collembolan feces (particularly
low-pH mor soils), were actually formed by Enchytraeidae. Mycorrhizal hyphae
have been found in the fecal pellets of enchytraeids from pine litter (Fig. 7.6,
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Ponge, 1991). Enchytraeids probably consume and further process larger fecal
pellets and castings of soil macrofauna, such as collembolans and earthworms
(Zachariae, 1964; Rusek, 1985). Thus it is clear that fecal contributions to soil by
soil-dwelling invertebrates provide feedback mechanisms affecting the abundance
and diversity of other soil-dwelling animals.

Enchytraeid densities range from <1000 individuals m~2, in intensively culti-
vated agricultural soil in Japan, to >140,000 individuals m Zina peat moor in the
United Kingdom. In a subtropical climate, enchytraeid densities of 4000 to 14,000
individuals m~2 occur in agricultural plots in the Piedmont of Georgia, USA,
whereas higher densities (20,000 to 30,000 individuals m~2) are found in surface
layers of deciduous forest soils in the southern Appalachian mountains of North
Carolina (van Vliet et al., 1995). Although enchytraeid densities are typically
highest in acid soils with high organic content, Didden (1995) found no statistical
relationship over a broad range of data between average enchytraeid density and
several environmental variables such as annual precipitation, annual temperature,
or soil pH. It appears that local variability may be at least as great as variation on
a wider scale, as enchytraeid densities show both spatial and seasonal variations.
Vertical distributions of enchytraeids in soil are related to organic matter horizons.
Up to 90% of populations may occur in the upper layers in forest and no-tillage
agricultural soils, but densities may be higher in the Ah horizon of grasslands
(Davidson et al., 2002). Seasonal trends in enchytraeid population densities
appear to be associated with moisture and temperature regimes (van Vliet, 2000).

Enchytraeids have been shown to have significant effects on soil organic matter
dynamics and on soil physical structure. Litter decomposition and nutrient mineral-
ization are influenced primarily by interactions with soil microbial communities.
Enchytraeid feeding on fungi and bacteria can increase microbial metabolic activity
and turnover, accelerate the release of nutrients from microbial biomass, and change
species composition of the microbial community through selective grazing. However,
Wolters (1988) found that enchytraeids decreased mineralization rates by reducing
microbial populations and possibly by occluding organic substrates in their feces.
The influence of enchytraeids on soil organic matter dynamics is therefore the net
result of both enhancement and inhibition of microbial activity depending on soil
texture and population densities of the animals (Wolters, 1988; van Vliet, 2000).

Enchytraeids affect soil structure by producing fecal pellets, which, depending on
the animal size distribution, may enhance aggregate stability in the 600- to 1000-um
aggregate size fraction. In forest floors, these pellets are composed mainly of fine
humus particles, but in mineral soils, organic matter and mineral particles may be
mixed into fecal pellets with a loamy texture. Davidson et al. (2002) estimated that
enchytraeid fecal pellets constituted nearly 30% of the volume of the Ah horizon in
a Scottish grassland soil (Fig. 7.7). Encapsulation or occlusion of organic matter
into these structures may reduce decomposition rates. Burrowing activities of
enchytraeids have not been well studied, but there is evidence that soil porosity and
pore continuity can increase in proportion to enchytraeid body size (Rusek, 1985;
Didden, 1990).
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FIGURE 7.7 Thin-section micrographs of fecal pellets in a grassland soil. (a) Derived from
enchytraeids (scale bar, 0.5 mm). (b) Derived from earthworms (scale bar, 1.0 mm) (from Davidson et al.,
2002).

Enchytraeids are typically sampled in the field using cylindrical soil cores of
5- to 7.5-cm diameter. Large numbers of replicates may be needed for a sufficient
sampling due to the clustered distribution of enchytraeid populations (van Vliet,
2000). Extractions are often done with a wet-funnel technique, similar to the
Baermann funnel extraction used for nematodes. In this case, soil cores are sub-
merged in water on the funnel and exposed for several hours to a heat and light
source from above; enchytraeids move downward and are collected in the water
below. Van Vliet (2000) provides a comparison of modifications of this technique.

MACROFAUNA

MACROARTHROPODS

Larger insects, spiders, myriapods, and others are considered together under
the appellation “macroarthropods.” Typical body lengths range from about 10 mm
to as much as 15 cm for centipedes (Shelley, 2002). The group includes a mixture
of various arthropod classes, orders, and families. Like the microarthropods, the
macroarthropods are defined more by the methods used to sample them rather
than by measurements of body size. Large soil cores (10-cm diameter or greater)
may be appropriate for euedaphic (dwelling within the soil) species. Arthropods
can be recovered from them using flotation techniques (Edwards, 1991). Hand
sorting of soils and litter is more time consuming, but yields better estimates of
population size. In rare instances, capture—mark—recapture methods have been
used to estimate population sizes of selected macroarthropod species, but the
assumptions for this procedure are violated more often than not (Southwood,
1978). Pitfall traps have been widely used to sample litter- and surface-dwelling
macroarthropods. This method collects arthropods that fall into cups filled with
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preservative. Absolute population estimates are difficult to obtain with pitfall traps
but the method yields comparative estimates when used with caution.

Many of the macroarthropods are members of the group termed “cryptozoa,” a
group consisting of animals that dwell beneath stones or logs, under bark, or in
cracks and crevices. Cryptozoans typically emerge at night to forage, and some are
attracted to artificial lights. The cryptozoa fauna is poorly defined but remains
useful for identifying a group of invertebrate species with similar patterns of habi-
tat utilization.

IMPORTANCE OF THE MACROARTHROPODS

The macroarthropods are a significant component of soil ecosystems and
their food webs. Macroarthropods differ from their smaller relatives in that they
may have direct effects on soil structure. Termites and ants in particular are impor-
tant movers of soil, depositing parts of lower strata on top of the litter layer
(Fig. 7.8). Emerging nymphal stages of cicadas may be numerous enough to dis-
turb soil structure. Larval stages of soil-dwelling scarabaeid beetles sometimes
churn the soil in grasslands. These and other macroarthropods are part of the
group that has been termed ecological engineers (Jones et al., 1994). Some
macroarthropods participate in both above- and belowground parts of terrestrial
ecosystems. Many macroarthropods are transient or temporary soil residents and
thus form a connection between food chains in the “green world” of foliage and
the “brown world” of the soil. Caterpillars descending to the soil to pupate or
migrating armyworm caterpillars are prey to ground-dwelling spiders and beetles.
Macroarthropods may have a major influence on the microarthropod portion of
belowground food webs. Collembola, among other microarthropods, are impor-
tant food items for spiders, especially immature stadia, thus providing a macro- to
microconnection. Other macroarthropods, such as cicadas, emerging from soil
may serve as prey for some vertebrate animals (Lloyd and Dybas, 1966), thus pro-
viding a link to the larger megafauna. Among the macroarthropods, there are
many litter-feeding species, such as the millipedes, that are important consumers
of leaf, grass, and wood litter. These arthropods have major influences on the
decomposition process, thereby impacting rates of nutrient cycling in soil sys-
tems. The decomposition of vertebrate carrion is largely accomplished through
the actions of soil-dwelling insects (Payne, 1965).

OLIGOCHAETA (EARTHWORMS)

Earthworms are the most familiar and, with respect to soil processes, often the
most important of the soil fauna. The importance of earthworms arises from their
influence on soil structure (e.g., aggregate or crumb formation, soil pore forma-
tion) and on the breakdown of organic matter applied to soil (e.g., fragmentation,
burial and mixing of plant residues). The modern era of earthworm research began
with Darwin’s (1881) book, “The Formation of Vegetable Mould through the
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(from Lee and Wood, 1971).
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Actions of Worms, with Observations of Their Habits,” which called attention to
the beneficial effects of earthworms. Since then, a vast literature has established
the importance of earthworms as biological agents in soil formation, organic litter
decomposition, and redistribution of organic matter in the soil (Hendrix, 1995;
Edwards, 1998).

Earthworms are classified within the Phylum Annelida, Class Oligochaeta.
Species within the Families Lumbricidae and Megascolecidae are ecologically the
most important in North America, Europe, Australia, and Asia. Some of these
species have been introduced worldwide by human activities and now dominate
the earthworm fauna in many temperate areas. Any given locality may be inhab-
ited by all native species, all exotic species, a combination of native and exotic
species, or no earthworms at all. Relative abundance and species composition of
local fauna depend greatly on soil, climate, vegetation, topography, land use his-
tory, and, especially, past invasions by exotic species.

Earthworm Distribution and Abundance

Earthworms occur worldwide in habitats where soil water and temperature are
favorable for at least part of the year. They are most abundant in forests and grass-
lands of temperate and tropical regions and least so in arid and frigid environ-
ments, such as deserts, tundra, or polar regions. Earthworm densities in a variety
of habitats worldwide range from <10 to >2000 individuals m~2, the highest val-
ues occurring in fertilized pastures and the lowest in acid or arid soils (coniferous
or sclerophyll forests). Typical densities from temperate deciduous or tropical
forests and certain arable systems range from <100 to over 400 individuals m 2,
representing a range of from 4 to 16 g dry mass m 2. Intensive land management
(especially soil tillage and application of toxic chemicals such as common soil
and plant pesticides) often reduces the density of earthworms or may completely
eliminate them. Conversely, degraded soils converted to conservation management
often show increased earthworm densities after a suitable period of time (Curry
et al., 1995; Edwards and Bohlen, 1996).

Biology and Ecology

Earthworms are often grouped into functional categories based on their morphol-
ogy, behavior, and feeding ecology and their microhabitats within the soil (Lee,
1985; Lavelle, 1983). Epigeic and epi-endogeic species are often polyhumic, meaning
they prefer organically enriched substrates and utilize plant litter on the soil surface
and C-rich upper layers of mineral soil. Polyhumic endogeic species inhabit mineral
soil with high organic matter content (>3%), such as the rhizosphere, while meso- and
oligohumic endogeic species inhabit soil with moderate (1-3%) and low (<1%)
organic matter contents, respectively. Anecic species exploit both the surface litter
as a source of food and the mineral soil as a refuge. The familiar Lumbricus ter-
restris is an example of an anecic species, constructing burrows and pulling leaf
litter down into them. The American log worm (Bimastos parvus) exploits leaf litter
and decaying logs with little involvement in the soil, making it an epigeic species.
Epigeic species promote the breakdown and mineralization of surface litter,



1 82. CHAPTER 7 FAUNA: THE ENGINE FOR MICROBIAL ACTIVITY AND TRANSPORT

whereas anecic species incorporate organic matter deeper into the soil profile and
facilitate aeration and water infiltration through their formation of burrows.

Influence on Soil Processes

Earthworms, as ecosystem engineers (Lavelle et al., 1998), have pronounced
effects on soil structure as a consequence of their burrowing activities as well as
their ingestion of soil and production of castings (Lavelle and Spain, 2001; van
Vliet and Hendrix, 2003). Casts are produced after earthworms ingest mineral soil
or particulate organic matter, mix and enrich them with organic secretions in the
gut, and then deposit the material as a slurry lining their burrows or as discrete
fecal pellets. Excretion of fecal pellets can occur within or upon the soil, depend-
ing on earthworm species. Turnover rates of soil through earthworm casting range
from 40-70 t ha~! y~! in temperate grasslands (Bouché, 1983) to 500—1000
tha™! y~!in tropical savannas (Lavelle et al., 1992).

While in the earthworm gut, casts are colonized by microbes that begin to
break down soil organic matter. As casts are deposited in the soil, microbial colo-
nization and activity continue until readily decomposable compounds are depleted.
Mechanisms of cast stabilization include organic bonding of particles by polymers
secreted by earthworms and microbes, mechanical stabilization by plant fibers
and fungal hyphae, and stabilization due to wetting and drying cycles and age-
hardening effects (Tomlin et al., 1995). Mineralization of organic matter in earth-
worm casts and burrow linings produces zones of nutrient enrichment compared
to bulk soil. These zones are referred to as the “drilosphere” and are often sites of
enhanced activity of plant roots and other soil biota (Lavelle et al., 1998). Plant
growth-promoting substances have also been suggested as constituents of earthworm
casts. Many earthworm castings from commercial vermicomposting operations
are sold commercially as soil amendments to improve soil physical properties and
enhance plant growth (Edwards, 1998).

Earthworm burrowing in soil creates macropores of various sizes, depths, and
orientations, depending on species and soil type. Burrows range from about 1
to >10 mm in diameter and constitute among the largest of soil pores. Continuous
macropores resulting from earthworm burrowing may enhance water infiltration
by functioning as by-pass flow pathways through soils. These pores may or may
not be important in solute transport, depending on soil water content, the nature of
the solute, and chemical exchange properties of the burrow linings (Edwards and
Shipitalo, 1998).

Earthworm Effects on Ecosystems

Despite the many beneficial effects of earthworms on soil processes, some
aspects of earthworm activities may be undesirable (Lavelle ez al., 1998, Parmelee
et al., 1998). Detrimental effects include: (1) removing and burying of surface
residues that would otherwise protect soil surfaces from erosion; (2) producing
fresh casts that increase erosion and surface sealing; (3) increasing compaction
of surface soils by decreasing soil organic matter, particularly for some tropical
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species; (4) riddling irrigation ditches, making them leaky; (5) increasing losses
of soil N through leaching and denitrification; and (6) increasing soil C loss through
enhanced microbial respiration. Earthworms may transmit pathogens, either as
passive carriers or as intermediate hosts, raising concerns that some earthworm
species could be a vector for the spread of certain plant and animal diseases. The
net result of positive and negative effects of earthworms, or any other soil biota,
determines whether they have detrimental impacts on ecosystems (Lavelle et al.,
1998). An effect, such as mixing of O and A horizons, may be considered benefi-
cial in one setting (e.g., urban gardens) and detrimental in another (e.g., native
forests). Edwards (1998) provides a review of the potential benefits of earthworms
in agriculture, waste management, and land remediation.

FORMICIDAE (ANTS)

Formicidae, the ants, are probably the most significant family of soil insects,
due to the very large influence they have on soil structure. Ants are numerous,
diverse, and widely distributed from arctic to tropical ecosystems. Ant communi-
ties contain many species, even in desert areas (Whitford, 2000), and local species
diversity is especially large in tropical areas. Populations of ants are equally
numerous. About one-third of the animal biomass of the Amazonian rain forest is
composed entirely of ants and termites, with each hectare containing in excess of
8 million ants and 1 million termites (Holldobler and Wilson, 1990). Furthermore,
ants are social insects, living in colonies with several castes.

Ants have a large impact on their ecosystems. They are major predators of
small invertebrates. Their activities reduce the abundance of other predators such
as spiders and carabid beetles (Wilson, 1987). Ants are ecosystem engineers,
moving large volumes of soil, as much as earthworms do (Holldobler and Wilson,
1990). Ant influences on soil structure are particularly important in deserts, where
earthworm densities are low. Given the large diversity of ants, identification to
species is problematic for any but the taxonomist skilled in ants. Wheeler and
Wheeler (1990) offer keys to subfamilies and genera of the Nearctic ant fauna.

TERMITIDAE (TERMITES)

Along with earthworms and ants, termites are the third major earth-moving
group of invertebrates. Termites are social insects with a well-developed caste
system. Through their ability to digest wood they have become economic pests of
major importance in some regions of the world (Lee and Wood, 1971; Bignell and
Eggleton, 2000). Termites are highly successful, constituting up to 75% of the
insect biomass and 10% of all terrestrial animal biomass in the tropics (Wilson,
1992; Bignell, 2000). While termites are mainly tropical in distribution, they
occur in temperate zones as well. Termites have been called the tropical analogs
of earthworms, since they reach a large abundance in the tropics and process large
amounts of litter. Termites in the primitive families, such as Kalotermitidae, possess
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a gut flora of protozoans, which enables them to digest cellulose. Their normal
food is wood that has come into contact with soil. Most species of termites construct
runways of soil and some are builders of spectacular mounds. Members of the
phylogenetically advanced family Termitidae do not have protozoan symbionts, but
possess a formidable array of microbial symbionts (bacteria and fungi) that enable
them to process and digest the humified organic matter in tropical soils (Breznak,
1984; Bignell, 1984; Pearce, 1997). A generalized sequence of events in a typical
Termitinae soil-feeder gut is illustrated in Fig. 7.9 (Brauman et al., 2000).

Three nutritional categories include wood-feeding species, plant- and humus-
feeding species, and fungus growers. The last group lacks intestinal symbionts
and depends upon cultured fungus for nutrition. Termites have an abundance of
unique microbes living in their guts. One recent study of bacterial microbiota in
the gut of the wood-feeding termite Reticulitermes speratus found 268 phylotypes
of bacteria (16S rRNA genes, amplified by PCR), including 100 clostridial, 61
spirochaetal, and 31 Bacteroides-related phylotypes (Hongoh et al., 2003). More
than 90% of the phylotypes were found for the first time, but we do not know if
they are active and participating in wood decay. Other phylotypes were mono-
phyletic clusters with sequences recovered from the gut of other termite species.
Cellulose digestion in termites, which was once considered to be solely due to the
activities of fungi and protists and occasionally bacteria, has now been demon-
strated to be endogenous to termites. Endogenous cellulose-degrading enzymes
occur in the midguts of two species of higher termites in the genus Nasutitermes
and in the Macrotermitinae (which cultivate basidiomycete fungi in elaborately
constructed gardens) as well (Bignell, 2000).

In contrast to the C-degradation situation, only prokaryotes are capable of pro-
ducing nitrogenase to fix N,. This process occurs in the organic-matter rich,
microaerophilic milieu of termite guts. Some termite genera have bacteria that
fix relatively small amounts of N, but others, including Mastotermes and
Nasutitermes, fix from 0.7 to >21 pg N g~ ! fresh wt day . This equals 20-61 ug N
per colony per day, which would double the N content if N, fixation was the sole
source of N and the rate per termite remained constant (N content of termites
assumed to be 11% on a dry weight basis) (Breznak, 2000). For an extensive
exposition of the role of termites in the dynamics of soil organic matter and nutri-
ent cycling in ecosystems worldwide, refer to Bignell and Eggleton (2000).

SUMMARY

Soil fauna may be considered as very efficient means to assist microbes in col-
onizing and extending their reach into the horizons of soils worldwide. Their roles
as colonizers, comminutors, and engineers within soils have been emphasized, but
new technologies and global environmental issues are yielding new questions
about how soil fauna contribute to the long-term sustainability of soils. The
demand for taxonomic specialists for all groups of soil biota is increasing as we
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currently recognize that molecular information alone is insufficient for many stud-
ies. Stable isotope technologies are revealing that some soil faunal species hith-
erto thought to be within one trophic group are not, thus leading to research about
the structure and resilience of soil food webs. Information on the biogeography of
soil fauna, their latitudinal gradient patterns, their relationship to aboveground hot
spots and to land management strategies, as well as their taxonomic status and
natural history, will be critical for understanding how microbes and soil fauna will
interact and respond to multiple global changes (Wall et al., 2001). For example,
soil invertebrates can be invasive species, which, depending on the species, can
affect soil carbon sequestration, soil fertility, and plant and animal health and
result in economic and ecosystem change. For further reading on the roles of
fauna in soil processes, see Coleman et al. (2004) and Wall (2004).
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INTRODUCTION

Ecology is the study of the interactions of organisms with one another and their
environment. The name, Oecologie, provided by Haeckel in 1866, is based on the
Greek term “oikos,” the family household, which embodied the view of the envi-
ronment and organisms as a household (Kingsland, 1991). Ecology was devel-
oped to provide a mechanistic backbone to the science of natural history that was
popular but becoming somewhat passé in the late 1800s. There was great interest in
providing a scientific basis for examining the mechanisms behind Darwin’s con-
cept of “survival of the fittest” and the process of natural selection. Because of this
origin, the field of ecology is entwined with evolution and it is often presupposed
that the basis of ecological relationships is one of long evolutionary history. Human
disturbances to ecosystems can result in interactions among organisms that are not
based on evolutionary history and provide opportunities to test this presupposition.

Ecology has recently moved from intellectual obscurity to prominence as a sci-
ence that could provide tools for approaching environmental problems. Odum
(1997) suggested that ecology has matured to “a basic science of the total envi-
ronment.” Contributions that ecology has made and will continue to make to sci-
ence and society are a result of its interdisciplinary nature. Its roots are in geology,
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chemistry, mathematics, and physics, as well as botany, zoology, microbiology,
genetics, and molecular biology. The need to provide answers to ecological ques-
tions has driven methodological developments in multiple fields. Development of
techniques for examining population and community structure at the molecular
level has and will continue to provide answers to hypotheses that were initially
proposed by Darwin.

As afield, ecology developed from research on plant and animal systems; micro-
bial systems differ in significant ways. The “species concept” adopted by many plant
and animal biologists defines a species as an interbreeding group of organisms that
is reproductively (and genetically) isolated from other organisms. Most microbial
species reproduce asexually. They do not interbreed and this part of the biological
species concept does not apply. Genetic exchange is not a fundamental part of the
bacterial life cycle and, for many species and environments, it is rare (Young, 1998).
Yet, there are mechanisms that can cause genetic transfer between species, some-
times disparately related. This implies that bacterial species are not genetically
isolated, so the second part of the biological species concept may also not apply.

Classification of organisms into species has two goals: (1) the classification
should reflect the evolutionary history of the organisms and (2) it should be useful
for dividing organisms into groups with different physiological and ecological
characteristics. The biological species concept seems to satisfy both goals for
plants and animals reasonably well (although it is now widely criticized). Before
DNA could be manipulated in research, the species definition used by microbiol-
ogists differentiated individual species based on morphology or physiology, essen-
tially adopting the second goal of taxonomy mentioned above as a species concept.
Microbial taxonomy based on these definitions led to frustration. For much of the
latter half of the 20th century, microbiologists abandoned the goal of having tax-
onomy reflect evolutionary history (Woese, 1994). Bacterial species are currently
defined as a collection of strains with DNA-DNA reassociation similarity of
>70%. This creates groups that satisfy the goals of taxonomy, but in many cases it
provides no evolutionary or phenotypic information about the groups created. It is
no more universal than the biological species concept since it would not seem to
apply to many well-recognized species of eukaryotes (for example, the human
and chimpanzee DNA reassociation similarity is 98.4%) (Staley, 1997). With the
sequencing of DNA in the past 20 years, the evolutionary basis for microbial tax-
onomy has returned. An individual gene sequence may provide narrow information
about a potential phenotype or may provide a view of evolutionary relationships
that is limited by the rate of mutation in the gene and the amount of horizontal trans-
fer it has experienced. Taxonomy is currently moving toward genomic approaches
(i.e., genome-wide sequencing efforts) that may allow species to be defined by
inferring evolutionary relationships from large sets of gene sequences, while at
the same time obtaining information about the presence of many genes with
important phenotypic consequences.

The organization of the field of ecology reflects a hierarchical approach that
includes studies of individuals, populations, communities, and ecosystems. Studies
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that examine individuals focus on responses to and impacts on abiotic factors at
evolutionary, physiological, and behavioral levels. Studies of populations include
evaluation of the impacts of intraspecific competition on the density of organisms
and social, genetic, and spatial organization of organisms. Community level work
involves interspecific competition, changes in the number and diversity of species
as organized by multiple species interactions, succession, and equilibrium and non-
equilibrium dynamics of community regulation. The broadest subdivision of ecol-
ogy is ecosystems ecology, which focuses on food webs, energy transformations,
and nutrient transfers within systems and across global scales.

In this chapter, we focus on the processes that drive community structure (num-
ber and types of species) and the resultant impacts on ecosystem function (processes
of energy transformations and nutrient turnover). An additional impetus for the
emphasis on ecology in studying microorganisms and their roles within soils in
the 21st century is the need for sustainable agriculture, forestry, and natural resource
management. The integrative approach provided by the field of ecology aids in
understanding the complexity of soil systems necessary to manage systems that
will not become degraded over the long term. In return, examining soils as complex
integrated systems has great potential to influence ecological concepts and the sci-
ence of ecology in general, and soils can be described as the last ecological frontier.

MECHANISMS THAT DRIVE
COMMUNITY STRUCTURE

A large part of ecology is the study of how organisms become distributed in the
environment. Why are these species found in one area and not in others? The area
an organism lives in is called its “habitat.” Organisms that live in one habitat make
up the “community,” and the numbers and kinds of organisms present are referred
to as “community structure.” The emerging field of community assembly theory
is concerned with the search for rules governing community structure using a syn-
thetic, holistic approach (Keddy, 1992; Weiher and Keddy, 1999). Communities are
composed of populations or subpopulations of various species. A “population” is a
collection of organisms belonging to a single species with potential for interac-
tion. This makes the spatial scale of a population dependent on the mobility of the
species. A study may encompass only part of a true population (e.g., migrating
species) or encompass multiple, isolated populations (e.g., soil bacteria). Given
the degree to which species are differentially mobile, it is normal for both situa-
tions to arise in the same study.

There are numerous examples of studies for which predicting the population
density of organisms is necessary (e.g., for endangered species, commercial fish,
timber). In soil microbiology, it is desirable to be able to forecast population
dynamics of plant pathogens or inoculant species such as rhizobia, biocontrol agents,
and genetically modified organisms. Population dynamics form the basis of com-
munity assembly, and interactions with the community have a profound influence
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on populations. Identifying populations and studying them in situ are difficult and
have to date limited true understanding of the complexity of community assembly
in soil systems.

PHYSIOLOGICAL LIMITS

Each species has a unique set of limitations on the conditions under which
individuals, and therefore populations, can grow and reproduce. Shelford’s Law
of Tolerance states that there is a maximum and minimum value for each environ-
mental factor, beyond which a given species cannot survive. This is usually dis-
cussed with respect to environmental characteristics known as “modulators,” such
as temperature, pH, or salinity. Modulators impact the physiology of organisms by
altering the conformation of proteins and cell membranes and the thermodynamic
and kinetic favorability of biochemical reactions (see Chap. 2). For each environ-
mental modulator, species also have an optimal range, within which maximum
population growth occurs. Tolerance to modulators can be interactive; for example,
tolerance to temperature extremes may be broader at one pH than another. Normally
the geographical range of a species coincides with areas where environmental con-
ditions are within the optimal ranges for the species, with the most optimal condi-
tions at the center of the geographical range. The effects of species being in habitats
with modulators outside their tolerance levels are listed in Table 8.1, along with
biochemical strategies used by microorganisms that exist under these “extreme”
conditions.

Resources are physical components of the environment that are captured by
organisms for their use, such as N, energy, territories, or nesting sites. Shelford’s
law can be applied to most resources, but the responses to different resources are
highly interactive. This is partially captured in Liebig’s Law of the Minimum,
which states that the resource in lowest supply relative to organismal needs will
limit growth. At very low levels of a resource, the organism is unable to accumulate
the resource in adequate quantities for metabolism. At very high levels, resources
can also be toxic or inhibit growth.

The response of a species to environmental conditions or resources depends on
the genetic makeup of the species. The limits and optima are determined through
natural selection and other mechanisms that affect the genome. All organisms
have some degree of “phenotypic plasticity,” or the ability to adapt to the environ-
ment. In microorganisms, a change in an environmental condition can induce expres-
sion of alternative phenotypes (e.g., proteins, phospholipids) that are adapted to
the new conditions, broadening the range of conditions acceptable for the species.
The cost associated with this ability is extra genetic material that must be dupli-
cated with each cell division, resulting in lower efficiency of resource use. This
strategy can be efficient in fluctuating environments such as the soil surface. At
the other extreme, endosymbionts that live continuously within the host and
depend on the homeostasis of their host can have reduced genomes (Silva et al.,
2001; Gil et al., 2003).
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TABLE 8.1 The Effects of Physical Stresses (Modulators) on Microorganisms and the
Biochemical Adaptations They Induce (Modified from Paul and Clark, 1996)

Modulator

Effects on cell

Biochemical adaptation

Organisms that have
required adaptation

Temperature

Water deficit
or salt stress

pH

Aeration stress

Denaturation of
enzyme; change in
membrane fluidity

Dehydration and
inhibition of
enzyme activity

Protein
denaturation;
enzyme
inhibition

Oxygen radicals
damage membrane
lipids, proteins,
and DNA

Production of proteases

and ATP-dependent
chaperones (Derr€ et al.,
1999); production of
cold-tolerant enzymes by
amino acid substitution

(Lonn et al., 2002); increases
in intracellular trehalose and
polyol concentrations and
unsaturated membrane lipids,
secretion of antifreeze proteins
and enzymes active at low
temperatures (Robinson, 2001)

Changes in composition of
polysaccharides produced
(Coutinho et al., 1999);
maintaining salt in cytoplasm
and uptake or synthesis of
compatible solutes (RoeBler
and Muller, 2001)

Increased intrasubunit
stability in proteins
afforded by increased
hydrogen bonds and
stronger salt bridges
(Settembre et al., 2004);
organisms that can secrete a
surplus of protons or block
extracellular protons from the
cytoplasm by blocking
membrane composition

(de Jonge et al., 2003);
stress regulator genes

(de Vries et al., 2001)

Detoxification of oxygen
radicals by catalase and
superoxide dismutase
(Wu and Conrad, 2001)

Thermophiles,
psychrophiles

Osmophiles,
xerophiles,
halophiles

Acidophiles

Obligate anaerobes,
methanogens, sulfur
and N users

INTRASPECIFIC COMPETITION

Liebig’s Law of the Minimum was developed for the nutrition of agricultural
plants, but can also be applied to populations. Reproduction (birth of new organ-
isms) and death are the fundamental processes regulating change in population size
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over time. Low abundance of resources, or other nonideal environmental conditions,
reduces the reproduction rate or increases the death rate in a population, in addition
to lowering rates of growth or activity for individual organisms. Reproductive rates
are more sensitive to changes in the environment than metabolic rates or death rates
since an individual can often survive under conditions under which it cannot repro-
duce. If a population grows, resources decline and some individuals will not obtain
resources in adequate supply. This affects individual reproduction. It is also an
example of natural selection, since the individuals that are more successful at obtain-
ing and using resources will make a greater contribution to the genetic makeup of the
next generation. If the organisms within a population are members of the same
species, this is “intraspecific competition.”

For each species there is a gradient of habitat suitability that is determined by
environmental conditions and resources. Ecologists need quantitative information
on the suitability of habitats to predict population dynamics in other areas, in the
future, and due to changes in community structure. The theoretical basis for these
relationships was formalized by Pearl and Reed (1920), who promoted the logis-
tic growth equation that had been previously described by P. F. Verhulst in 1838.
The equation is an attempt to relate the specific growth rate of a population () to
the environment. The probability of an individual reproducing (b) minus the prob-
ability of death (d) per unit time is equal to i and is a direct manifestation of the
suitability of the habitat. The differential equation for logistic growth is

where

and where N is the number of individuals in the population, 7 is time, and dN/dt is
the change in N over time. The intrinsic growth rate of the population (r) is the value
1 approaches when resources are not limiting growth and there is no intraspecific
competition. The effects of environmental conditions other than resources, for
instance temperature, are modeled by changes in . The number of individuals that
the resources of a habitat can support (K) is referred to as the carrying capacity,
and models intraspecific competition with a constant level of resource supply. Other
impacts of the population on the environment, such as the accumulation of waste,
are also modeled by K. As a population grows, the resources must be shared
among many individuals, decreasing the reproduction rate and increasing the rate of
death. In the equation, N approaches K, causing p to approach 0. If the population
is above the carrying capacity, it cannot be supported by the resources present, p
becomes negative, and the population declines. The relationship in which popula-
tion growth rate is sensitive to population size is known as density-dependent
population regulation.
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The logistic growth equation is used by population ecologists mainly as a con-
ceptual tool, rather than to forecast changes in population size, because the mech-
anisms of population regulation are not explicitly modeled in terms of reproduction
and death rates. It is also rare in plant and animal populations for individuals of
different ages to have the same rate of death or equal probabilities of reproduction.
Intraspecific competition often affects certain classes of individuals more than
others. The common method of forecasting population sizes is currently the use of
structured demographic models that consider the effects of age, size, or develop-
mental stage on probabilities of reproduction and death. Populations of each class
of organism and the transition of individuals between classes are tracked sepa-
rately in empirical models, using matrix algebraic methods. While the assumptions
of the logistic growth equation are thought to be more appropriate for micro-
organisms such as bacteria and yeasts, structured demographic models have also
been used for these organisms to take into account a dormant stage or vegetative
(nonreproductive) stage.

Lifetime patterns of growth and reproduction, including timing of reproductive
and dormant stages are known as a species’ “life history.” Life history strategies
have important consequences for population dynamics. The logistic growth equa-
tion led to MacArthur and Wilson’s (1967) model of r and K selection, which,
although controversial, is still used as a method of generalizing about species life
histories. K-selected species (with high K values and low r values) are selected for
traits that favor the persistence of individuals under conditions of scarce resources
and high intraspecific competition. These conditions occur when populations remain
near their carrying capacity (K). In contrast, r-selected species have the opposite
characteristics, with relatively high efficiency in converting resources to offspring.
The K-selected strategy is an adaptation to environments in which conditions are
relatively stable, resulting in density-dependent mechanisms of population regu-
lation, while the r-selected strategy is an adaptation to a variable environment with
high levels of resources. Hence, environments can be classified as - or K-selecting.

Pianka (1970) made several other predictions about the correlates of /K selec-
tion. An r-selected species was predicted to have more variable population size
(typically below carrying capacity), weak intra- and interspecific competitive inter-
actions, rapid maturation, early reproduction, small body size, semelparity (one
reproductive event per lifetime), short life span, and high productivity. Ecologists
soon realized that selection pressure and reproductive value at different ages can
lead to traits opposite to those predicted by the correlates of the r/K-selection model
(Reznick et al., 2002). Like the logistic growth equation, the 7/K-selection model
is now used mainly as a conceptual tool to explain life history and has been sup-
planted by structured demographic models that can be used to test specific hypothe-
ses about life history evolution.

The classification of organisms as r- or K-selected is common in soil microbi-
ology. Typically, colonies are classified based on the amount of time it takes for
the colony to appear in laboratory isolation medium. These designations must be
made with reference to a particular environment. Laboratory isolation conditions
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represent a small range of the conditions encountered in the environment. The envi-
ronment of a batch culture changes continuously as nutrients are not replenished
and wastes are not removed. Hence r-selected species can be positively identified
(with respect to the isolation conditions), but K-selected species cannot. Soil micro-
biologists have created other classifications similar to the 7/K-selection dichotomy,
but are focused more on the species’ preferred resources than on intraspecific
competition. In 1925, S. Winogradsky used the term autochthonous to describe
organisms that grow steadily on organic matter with a constant presence in the envi-
ronment and zymogenous for organisms that proliferate on fresh organic matter
(Panikov, 1995). In another scheme, oligotrophs grow only at low nutrient levels,
while copiotrophs grow quickly at high nutrient levels.

An early model that linked population growth and environmental resources was
proposed by Jacques Monod in 1957 (Panikov, 1995). The Monod model was devel-
oped for microbial growth in chemostats, but is now used in a wide array of situ-
ations for macro- as well as microorganisms. It has been modified to account for
a variety of situations, such as colimitation by multiple resources, growth inhibition,
and migration. Maintaining the same notation as above, one version is

dN
— — ,eN
dt a
where
R —_—
H Ko KS—I-R
and
d—R:—'u.N— o N.
dr Y

The maximum reproduction rate under nonlimiting resources in this equation is
1o- The concentration of resources in the environment is given by R, and the
change in R over time is dR/dr. The half-saturation constant, or resource concen-
tration at which the reproduction rate is at half its maximum, is K;. Maintenance
utilization of resources, m, is the amount of resources used by organisms to stay
alive (not reproduce). The growth yield, Y, is the amount of biomass produced per
unit of resource consumed and accounts for extra utilization of resources during
reproduction that are not retained in biomass. Intraspecific competition is explic-
itly modeled through the impacts of population size and growth rate on R, which
then influences future population growth. The number of variables required for
this model is double that of the logistic equation, but the simultaneous modeling
of population growth and environmental resources extends the utility of the
model. Additional terms added to the third equation can describe inputs of
resources such as through diffusion, physical movement, or primary production,
as well as losses such as leaching.
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DISPERSAL IN SPACE AND TIME

Another layer of realism is added to models of population dynamics by consid-
ering the spatial processes of organismal movement (immigration, emigration).
Species are often distributed in space in multiple populations that are linked by
migration. The first attempt to deal with this situation by Levins (1969) ignored
population dynamics within each habitat patch, assuming that each patch was of the
same quality and had the same probabilities of local population extinction and emi-
gration. The scenario described is the definition of a “metapopulation.” Migration
creates significant feedback between populations, resulting in persistence of a
species whenever migration rate is greater than population extinction rate.

Populations of species that are not in decline often correspond with a different
spatial distribution called a source-sink metapopulation (Harrison, 1991). In this
distribution, there is a large habitat with a thriving population in no danger of local
extinction and other smaller populations in less suitable habitats. Since emigration
is often density-dependent, the thriving population regularly produces emigrants
while the other populations do not. Hence, the less suitable habitats are kept pop-
ulated, over the long term, by emigration from the large “source” population(s).
These spatially distributed patterns for species populations have been shown to play
an important role in the global population dynamics of species and are now a fun-
damental part of population viability analysis in conservation ecology.

Active dispersal involves the expenditure of energy by the organism. Passive dis-
persal occurs due to the movement of material the organism is attached to or caught
in (e.g., wind or water). Passive dispersal can be truly passive with no energy
expended, or an organism may prepare morphologically and physiologically for pas-
sive dispersal by entering a new life stage. Stages for dispersal are typically more
resistant, dormant, or mobile than growth stages. The fruiting bodies and spores of
fungi and myxococci are examples of elaborate life stages for passive dispersal.
Passive dispersal of bacteria with water flow can occur if the bacteria are not
adsorbed onto immobile soil particles or protected by soil structure. Fecal coliforms
applied to the soil surface with manure can move several meters and contaminate
ground or surface waters in some situations, particularly when preferential flow paths
limit interaction of the water and cells with the soil. Cell size limits the passive move-
ment of organisms with water in soil due to the sieving effect of soil particles. Larger-
celled microbes such as yeasts and protozoans do not experience passive dispersal to
as great a degree as bacteria and viruses; however, nondormant protozoans are typ-
ically engaged in active dispersal to obtain food. Plant roots, seeds, fungal spores,
and chemical substrates found within several centimeters of particular soil bacte-
ria have been shown to induce chemotactic responses (active dispersal) although
the extent to which this occurs naturally is unclear (Murphy and Tate, 1996).

Passive dispersal of hyphal fungi is normally restricted to spores. Spores may
be produced in the soil, such as by arbuscular mycorrhizal fungi, or in sporocarps
(fruiting bodies) above the soil surface. Sporulation is often induced by environ-
mental cues such as moisture. Spores are also dispersed by animal activity both
above and below ground. Vegetative growth of fungal hyphae can also be considered
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a form of active dispersal since new areas are being explored. Fungi often have
distinct forms of hyphal growth for nutrient acquisition versus dispersal. Hyphae
for dispersal, such as rhizomorphs, grow more rapidly, are thicker and tougher, and
may be formed by anastomosis (cellular fusion) of multiple smaller hyphae (Rayner
et al., 1999). The strategy is to invest little and maintain impermeable surfaces
during exploration of a resource-poor environment until a resource-rich patch is
encountered. Upon encountering such a patch, there is a proliferation of thinner,
more permeable hyphae with a higher surface-to-volume ratio.

The ability of an organism to enter a dormant phase can also be seen as a dis-
persal mechanism, but through time rather than space. This form of dispersal is
one version of the “storage effect,” by which reproductive potential is stored
across time, resulting in higher reproduction rates under favorable environmental
conditions. Entrance of individuals into a dormant life stage may be a develop-
mentally programmed event for some species or may be induced to avoid density-
dependent competition. For many organisms, life stages that facilitate passive
dispersal in space are also optimal for dispersal in time. This is true of plant seeds
and fungal spores. A general state of dormancy for soil microorganisms is indi-
cated by the increase in numbers and metabolic activity when soil is amended
with water or nutrients. Bacterial cells entering a dormant stage are known to
undergo a suite of biochemical and morphological changes, including reduction in
size. “Dwarf” cells (<0.07 um? biovolume or <0.3 um diameter) make up the
majority of bacterial cells in soil (Kieft, 2000).

PREDICTING POPULATION GROWTH

The ideas presented in the previous sections have depicted population growth in
terms of deterministic models because these are the most convenient tools we have
for conceptualizing and exploring biological mechanisms. Population growth in
nature is not so neatly defined. Even deterministic models can have unpredictable
behavior and extreme sensitivity to initial conditions, leading to “chaotic dynam-
ics” (Hastings et al., 1993). Stochastic processes and other processes that are not
density-dependent can have profound impacts on populations. Examples of
density-independent factors include weather, physical disturbance (e.g., avalanche,
tillage), or the application of broad-spectrum toxins (e.g., antibiotics, insecticides).

The term “population regulation” has been equated to “a long-term stationary
probability distribution of population density,” and it is now recognized that such
population regulation is necessarily density-dependent (Turchin, 1995). Over the
long term, the absence of population regulation leads to either extinction or infinite
population growth. Hence, the majority of populations display density-dependent
patterns when tested by experimental manipulations or time-series analysis.

INTERSPECIFIC COMPETITION

We have seen in the previous sections how a species’ geographic range and occu-
pation of particular habitats is limited by the species’ adaptations to environmental
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conditions, resource levels, and life-history traits. The effects of abiotic factors on
survival or growth rate of a population could be plotted with each axis correspon-
ding to one factor. If we imagine many axes, each defining one dimension of an n-
dimensional space, the region of this space suitable for growth of a species is what
Hutchinson (1957) envisioned as the species’ “fundamental niche.” The funda-
mental niche of a species is all combinations of environmental conditions that are
acceptable for the persistence of a population. Because of predation and competi-
tion with other species, populations of a species will not be present at all habitats
that satisfy the species’ fundamental niche. The reduced hypervolume correspon-
ding to the conditions that a species is actually able to occupy is called its “real-
ized niche.” Interactions between species are fundamental processes in defining
which species will be present in a given location.

Interspecific competition can operate according to the same mechanism as
intraspecific competition, except that the individuals competing are from different
species. A finite pool of resources is available at any given time, and if resources
are consumed faster than they are replenished, growth rates decline. The strongest
competitors are able to maintain higher growth rates despite lower levels of
resources, and they drive resources yet lower. This form of interspecific competi-
tion is known as ‘“resource-based competition” or ‘“exploitative competition.”
Tilman (1982) suggested that if resources are replenished at a constant rate in a
stable environment, the population of each species would reach an equilibrium
point at which death rates equal reproduction rates. Hence, p is equal to O at this
equilibrium population density. According to the Monod model above, the equi-
librium resource concentration (R*) at the equilibrium population density for a
given species is

J— d.KS
Ho —

R*

At resource concentrations below R*, a population’s reproduction rate is lower
than its death rate. When multiple species use the same pool of resources, all pop-
ulations will attempt to grow to their equilibrium levels. The species with the low-
est value for R* will determine the equilibrium resource concentration, resulting
in the local elimination of other species because of resource levels too low to
support them.

Given this description of interspecific competition, how do similar species
coexist? One key component of the resource-based model is the presence of con-
stant resource supply rates in the environment. Spatial and temporal variability in
resources leads to growth being limited by different resources in different times
and places. Tilman (1982) suggested that the number of similar species that can
coexist in a habitat should be equal to the number of potentially limiting resources
used in that habitat, since species that are superior competitors for one resource
are typically not as competitive for others. Another important assumption of the
model is constancy of death rates. Discussion of density-independent mortality
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factors has suggested that this is a departure from reality. Species that are
r-selected may be outcompeted under normal conditions, but flourish when mor-
tality spikes for the dominant species. “Fugitive species” avoid competition by
dispersing into habitat patches where the dominant species has become locally
extinct. Mortality rates can also be altered through “interference competition,” in
which one competing species impacts another through direct aggressive action
rather than resource use. Examples include human efforts to control agricultural
pests and physical attacks between animals. In soil, the degree of competition that
is mediated by interference mechanisms is unknown, but there is the potential for
interference competition to play an important role. This type of competition
would be likely in systems containing antibiotic-producing organisms. Davelos
et al. (2004) confirmed Waksman’s much earlier observations when they found a
wide variety of antibiotic production and resistant phenotypes present in soil
streptomycetes at one location, suggesting many organisms capable of competi-
tive interference. It also suggests that organisms have developed mechanisms to
avoid this type of interference.

Similar species evolve to use different subtypes of the same resource, or their
niches can shift in other ways. This is known as resource partitioning and was taken
as some of the first evidence of competition and natural selection. Considering the
mechanisms of species coexistence to be components of the niche, we arrive at the
conclusion of Hanski et al. (1995) that the niche is equivalent to an ecological
species concept. The concept that no two species having identical niches can coex-
ist is the “competitive exclusion principle.” So, how similar can two species be
and still coexist? This has been explored theoretically to a limited extent (begin-
ning with MacArthur and Levins, 1967). In reality, extinctions due to competition
have been documented, but evolution can allow an environment to be partitioned
into an astonishing array of niches. For example, Rozen and Lenski (2000) showed
that a pure culture of Escherichia coli developed spontaneously into distinct sub-
types that coexisted because of physiological (niche) differences. Niches can shift
in terms of environmental tolerances as well, resulting essentially in species living
in different habitats.

In soil, competition has been exploited as a mechanism for biocontrol, but it has
also been blamed for the failure of many soil inoculation programs. Fluorescent
pseudomonads have been shown to suppress a variety of plant pathogens by secre-
tion of antibiotics (interference competition) and siderophores, which sequester iron
(resource competition). Strains of Fusarium oxysporum that are nonpathogenic
can be superior competitors for carbon and root colonization sites (Alabouvette
et al., 1996). Organisms introduced into sterilized soil often survive, while popu-
lations decline rapidly in nonsterile soil. The relatively short half-life of introduced
populations has been observed for a variety of groups, including some biocontrol
agents, rhizobia, fecal organisms, and genetically modified microbes. This has
been attributed to competition, but could also be a result of trophic interactions,
the type of biological interaction described next. In rare cases, inoculated popula-
tions have survived (in reduced numbers compared to the inoculum size) if the
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environment is modified to match their niche requirements or they are naturally
strong competitors.

DIRECT EFFECTS OF EXPLOITATION

Trophic interactions refer to the transfer of energy or nutrients from one organ-
ism to another. The stored energy or nutrients of the prey serve as a resource for
the consumer. Evolution has invented an array of methods for consumers to steal
stored resources. In studying energy flow through an ecosystem, it may be useful
to categorize consumers into trophic levels (e.g., herbivores and carnivores). To
understand the impact of exploitation on population dynamics it is important to
know if the consumer is a predator, causing the immediate death of prey so that
prey resources can be consumed in a single event, or is a parasite, obtaining only
a portion of the prey’s resources without killing it, so that the same organism can
be used in the future. Another important distinction is between a generalist, who
consumes many different prey species, and a specialist, which consumes very few.
As with all neat categories in ecology, there is actually a gradient of lifestyles that
fall between the extremes.

Exploitation in soil biota is widespread. Most soil animals, including protozoa,
nematodes, collembola, mites, earthworms, etc., obtain their resources through
exploitation of bacteria, fungi, or plant roots. Invertebrates that ingest plant detri-
tus normally get most of their energy and nutrients from microorganisms residing
on the detritus (their “prey”) rather than directly from the detritus. Many species
of fungi have been shown to attack bacterial colonies and other fungi, and there
are also fungi that attack soil animals. Bdellovibrio is a bacterial predator that
attacks other bacteria. All organisms also appear to serve as a habitat for an assem-
blage of smaller organisms, many of which are parasitic.

A predator’s effect on prey population dynamics is to increase the death rate.
This effect can be modeled, along with predator population dynamics, using the
Lotka—Volterra equations shown here (adapted to the notation used in previous
sections):

where
pr =Dbr —a®Nc,
and
pc=e®aeNg — dc.

The subscripts R and C denote properties of the prey and predator populations,
respectively. Death rate of the prey is a function of predator population density,
and reproduction rate of the predator is a function of prey population density. The
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number of attacks per unit time per predator, a, is assumed to be constant, but the
total number of prey killed per unit time (calculated aN-Ny) increases due to either
increased prey or predator abundance. Predator reproduction rate is proportional to
the number of prey killed, but also depends on e, the efficiency with which the pred-
ator can use prey to reproduce. Values of e less than 1 imply that a single predator
must kill multiple prey organisms to reproduce, while values greater than 1 imply
that the predator can reproduce using the resources from a single prey organism.

The attack rate of predators on prey is normally constant over only a limited
range of prey and predator population densities. The total number of attacks per
unit time per predator (aNy) will reach an asymptote as prey population continues
to rise, because of predator satiation, the minimum handling time required for
each kill, and time spent performing other activities. Attack rates may also decline
when population density of a particular prey species is below a threshold level, if
the predator does not invest energy in pursuing prey that is too scarce. These phe-
nomena can be incorporated into the Lotka—Volterra model using a nonlinear
“functional response” in place of a.

Predators will aggregate in patches of high prey density. At very high predator
population densities, attack rates may decline because other resources become
limiting. Predators will then disperse into less resource-rich, but also less competi-
tive, habitats. This is a consequence of intraspecific competition. Predatory pres-
sure is also a factor in habitat quality for the prey. Predator-free patches serve as
refuges for the prey population and can significantly impact metapopulation
dynamics. Elliott et al. (1980) found that a finer-textured soil contained more bac-
teria protected from predation by nematodes. The finer-textured soil contained a
larger proportion of pores too small for the nematodes to utilize. Amoebae were
able to use these pores, and there was a greater increase in growth of nematodes
that preyed on both bacteria and nematodes when amoebae were added to the fine-
compared to a coarse-textured soil.

Parasitism is a considerably more complicated phenomenon to model than pre-
dation because prey are weakened by parasites, which impacts reproduction and
death rates. Parasitism can decrease the accumulation of biomass or rate of devel-
opment. In terms of the Monod model discussed above, parasitism may cause the
infected subpopulation to have a decreased maximum growth rate (1) or to waste
resources through increased maintenance utilization (). Parasitism also typically
increases the death rate, either through prolonged exposure to the parasite or by
making the prey more sensitive to other causes of mortality.

The details of the route of transmission of a parasite between hosts are critical
to understanding how the parasite is spread. Some parasites are able to colonize
new hosts from dead tissue. For example, the plant root pathogens in the genera
Gaeumannomyces, Rhizoctonia, and Pythium are able to live saprophytically
within plant residue and colonize new roots from these habitats. Higher quality
habitat patches allow pathogenic hyphae to grow farther through the soil (to at
least 15 cm) to colonize new roots. The probability distribution of colonization of
a root from a particular inoculum source would also depend on a variety of other
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factors such as the species involved, temperature, moisture, and soil texture.
Planting crops at wider distances apart (i.e., reducing host density) is known to
reduce the spread of root diseases because the practice limits dispersal. Some par-
asites are transferred by other species or other components of the environment
(vectors), and their spread is tightly linked to dynamics of these factors. In soil,
fungal spores, bacteria, and viruses are transported passively in water and can be
transferred by invertebrate vectors such as plant-parasitic nematodes and mites.

INDIRECT EFFECTS OF EXPLOITATION

Unlike a nonliving resource, the genetic makeup of prey species will respond to
exploitation through evolution, resulting in defensive adaptations. Defenses from
exploitation can take a variety of forms, including behavioral, morphological, or
biochemical defenses. Evolution can also result in the development of new attack
strategies in consumers, resulting in a continual coevolutionary arms race between
consumers and their prey. Exploitation pressure can be regulated by exploitation
at higher trophic levels in a process called a trophic cascade. For example, if car-
nivores limit the population size of herbivores through heavy predation, then the
pressure on plants from herbivory will be low. Consider in the equation above how
an increase in death rate (d) for herbivores would affect the equilibrium concen-
tration of the herbivore’s resource (R*). The herbivore’s resource is of course the
plant population density. In this case, competitive interactions will be strong for
plants and carnivores, but relatively weak for herbivores where response to preda-
tion will be important. A trophic cascade is often the basis of strategies in biocontrol.
For example, Trichoderma herzianum, a mycoparasitic fungus that attacks the root
pathogen Rhizoctonia solani, has been introduced to control Rhizoctonia density.

Exploitation can have a large influence on the outcome of competitive interac-
tions between prey species. Exploitation can contribute to the coexistence of
competing prey species by reducing the population size of the superior competitor.
This results in increased resource abundance and ameliorates competition. Paine
(1969) called predators that perform this function “keystone species.” The term
has since been used to describe any species whose effects on an ecosystem are more
than would be expected based on their biomass in a given system. There is a trade-
off between competitive ability and anti-predator adaptations that allows keystone
predation to take place. Ability to avoid exploitation is an alternative niche dimen-
sion that species can evolve to utilize.

When representative species are tested, most predatory soil fungi, protozoa,
nematodes, and collembola will utilize multiple prey species. However, all also
show feeding preferences for, or enhanced benefits from, particular prey species.
It is therefore likely that predation regulates community composition (at the
species level) by mediating competition between microbes or plant species. The
former has been difficult to test because examining microbial community dynamics
in situ is complicated; results from laboratory studies do not always provide ade-
quate information about how natural systems operate. Klironomos and Kendrick
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(1995) found that saprophytic fungi are often the preferred food source for arthro-
pods, but arthropods will consume mycorrhizal fungi where saprophytic fungi are
not available. These relationships can impact competition among plant species by
altering the nutrients available from mycorrhizas to plants. Bever (2003) provides
a comprehensive review of the mechanisms by which microbes mediate competi-
tion in plant communities.

In ecosystems, trophic relationships between organisms result in a complex
web of interactions (a food web). A large number of organisms involved have
multiple prey or multiple predators. Omnivorous predators utilize multiple prey
from different trophic levels and may at times be in competition with potential
prey. The study of how food web structure interacts with community composition
and ecosystem processes is a field still in development. Experimental work has
been performed largely with simple communities of protists and bacteria in
microcosms. One preliminary conclusion from this work is that a greater number
of trophic levels, or greater overall complexity, decreases the stability of con-
stituent populations (Morin, 1999). However, this conclusion is in contrast to pre-
dictions of the constant connectance hypothesis, which is based on the
observation that each species is less dependent on a single resource in more com-
plex systems, providing more of a buffer to environmental fluctuations (Martinez
and Dunne, 1998).

When microorganisms are included in soil food webs, the increase in com-
plexity on the species level has been viewed as overwhelming. Microorganisms
are normally represented by undifferentiated pools of biomass or are divided into
very broad groups (e.g., fungi and bacteria). This is understandable because of the
enormous diversity of soil microorganisms, the often unknown role of each taxon
in a food web, and the fact that the focus of soil food web studies has typically
been biogeochemical processes, not community structure. However, it also masks
unique features of food webs arising when microbial species are included explicitly.
There are no “top predators” in food webs containing microorganisms, because
all organisms are exploited by parasites of varying lethality. Also, the presence of
“three-species loops” has been the subject of controversy in food webs of macro-
scopic organisms and may be possible only when there is differential predation on
species due to developmental stage. In microbial systems this food web structure
has not been explicitly investigated, but, since many predators within the system
are generalists, it seems likely that such loops can frequently occur due to random
encounters.

Food webs including microorganisms must also account for the presence of
decomposer organisms. These organisms are not predators because they do not
directly impact population dynamics of a prey while obtaining their resources.
Decomposer organisms obtain energy or nutrients from previously dead organ-
isms or their by-products. This decomposition is critical to the recycling of nutrients
that can be used in primary production. Decomposer organisms affect population
dynamics of primary producers by supplying nutrients and often by competing
with primary producers for the same resources (“immobilization”).
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MUTUALISMS

Mutualisms are interspecific relationships beneficial to both organisms
involved. While these relationships have been described as mathematically unsta-
ble, a diverse array of cross-kingdom partnerships has existed throughout evolu-
tionary history. Soil mutualists have great impact on above- and belowground
community dynamics across a wide range of ecosystems. Organisms in soil col-
laborate with a wide variety of plants to perform nutrient acquisition services in
exchange for plant-derived carbohydrates. While the relationships were originally
perceived as bacteria in symbiotic relationships for N acquisition and fungi
involved with P acquisition, more recent studies have indicated that fungi are
actually involved in the acquisition of almost any limiting nutrient in soil, depend-
ing on partnering species (Allen, 1991; Smith and Read, 1997).

Mycorrhiza, the relationship between a plant root and fungus, is one of the
most important soil mutualisms. It may be one of the oldest relationships partici-
pated in by plants (Brundrett, 2002; Stubblefield and Taylor, 1988). There is evi-
dence that this relationship evolved and was lost multiple times in different divisions
in the Kingdom Fungi and in different groups of plants. Mycorrhizal fungi have
the ability to acquire nutrients directly from decomposing litter (Leake and Read,
1997) and from live animals such as springtails (Klironomos and Hart, 2001). They
can also influence plant—water relations (Allen, 1991) and reduce attack on roots
by pathogenic fungi (Gange et al., 1994; Azcon-Aguilar and Barea, 1992). Each
of these relationships alters the aboveground community directly by changing
rates of reproduction and death of participant species and indirectly by altering
competition among plant species.

ABIOTIC FACTORS

Interactions between organisms have been discussed in terms of resource use.
However, environmental modulators (as shown in Table 8.1) can also be affected
by organisms. The activities of both nitrifying bacteria and plant roots decrease
soil pH, and soil temperature is affected by plant and litter cover. This can have
positive or negative impacts on the growth of another species, depending on the
species’ niche requirements.

Some organisms alter the spatial arrangement of components of the environ-
ment or serve as new habitat themselves. These organisms are called “ecosystem
engineers” and have widespread effects on an ecosystem beyond their own resource
use (Jones et al., 1994). Large, competitively dominant organisms such as trees
are obvious examples of ecosystem engineers. Earthworms are ecosystem engineers
because they bury plant litter and create macropores in soil.

Many species are commonly found together because they have similar modu-
lator niche requirements or they are adapted to rely on the presence of a common
ecosystem engineer. One use of the term “guild” in ecology is to describe such a
group of species. Unfortunately, another use of “guild” is to describe species with
similar resource requirements, resulting in competition and potentially separated
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habitats. Wilson (1999) clarified use of the term by designating the former groups
[-guilds (organisms that commonly occur together because of similar modulator
or habitat niche requirements) and the latter group a-guilds (organisms that have
similar resource requirements and therefore could potentially exclude each other
through competition).

CHANGES IN COMMUNITY STRUCTURE THROUGH
TIME AND SPACE

Communities change through a number of processes that can operate over very
short to very long time scales. “Succession” is the replacement of populations in
a habitat through time due to ecological interactions. A “landscape,” in ecology, is
the particular spatial arrangement of components of the environment that are impor-
tant in some way to population dynamics of a given species. Landscapes usually
include patches of multiple habitats, as well as variability in conditions that affect
habitat quality. Unlike some definitions of the term landscape, this definition does
not link landscapes to a particular spatial scale. Instead, it recognizes that land-
scapes are different for different organisms, depending on the spatial scales over
which the organisms interact with the environment (Wiens, 1997). Landscapes have
an important impact on local and regional community structure. For example, the
structure of a metapopulation (e.g., the number of and distance between popula-
tions) is embedded within a landscape.

The habitat that is present in the largest proportion in a landscape and that has
the greatest connectivity is considered the habitat “matrix,” within which other
habitat patches are distributed. A habitat matrix can be occupied by a competitively
dominant species or by a diversity of species that coexist through the various
mechanisms previously discussed. Alternative nonmatrix habitat patches are cre-
ated in many ways, and many species are adapted to exploit patchily distributed
habitats. The dynamics of these habitats are obviously important to community
structure. We have to ask, how are the habitats formed, and what proportion of the
landscape do they cover?

One type of nonmatrix habitat is created where the competitively dominant
species are absent. This habitat is characterized by an abundance of resources
due to lack of competition. Fugitive species are adapted to exploit these patches.
A process that causes the removal of an otherwise competitively dominant species
or group of species is known as a “disturbance.” Disturbances also alter distribu-
tions of resources or modulators. Many communities are dependent upon distur-
bances to maintain species diversity and ecosystem function. Light, for example,
determines density and diversity of plants within a stand. In a closed-canopy for-
est, little light hits the ground. Density is generally high in these stands and diver-
sity low. If these areas are subject to disturbances such as tree fall or fire, density
of the stand is decreased, light will strike the forest floor, nutrients and water
will not be captured as rapidly, and herbaceous layer species will be allowed to
establish.
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The initial species to appear after a disturbance are r-selected species with dis-
persal strategies (in space or time) designed to place them in such habitats first.
These pioneer species are also capable of making opportunistic use of available
resources or have mechanisms to increase rates of nutrient cycling such as N fix-
ation. These species are replaced in time by more competitive species; for example,
plant species more tolerant of shade or low soil nutrients. The “climax commu-
nity” is a stable endpoint of succession, or at least an assemblage in which succession
has slowed to the point at which other processes are more important. The initial
model of a single climax community has been shown to be inaccurate. Instead, cli-
max communities form a continuum that varies across environmental gradients
largely characterized by local variations in climatic and edaphic conditions, local
disturbance regimes, and biotic factors, particularly herbivores. Normally the climax
community also dominates the landscape and is therefore the matrix community.

Secondary succession follows disturbances that leave soils largely unchanged
and plant propagules in the seed bank. The progress of plant succession is often
predictable based on climate, soil type, and the presence of seeds in the seed bank.
Nutrient cycling is also often altered by disturbances. Enrichment phenomena
increase available nutrients, such as by release from litter layers and humic mate-
rials through burning. Nutrient availability and rates of nutrient cycles may also be
decreased such as when vegetation and humic layers are removed entirely from
an area through hurricanes, floods, or intentional management such as plowing.
Secondary succession cannot occur following a catastrophic disturbance that
removes soil and all biota, such as glacial activity and volcanic eruptions. In this
case primary succession, or succession without inputs from a dormant community
at the site of the disturbance, occurs at the site. This type of succession often takes
hundreds of years to return the community to the predisturbance state. The time
required for soil development and recovery of soil populations such as decom-
posers and mycorrhizal symbionts can often delay recovery of plant communities
(Allen et al., 1992).

Disturbances are an inherent part of community structure in a large number of
systems. Most disturbances are caused by events that are repeated at some rate
and spatial scale. The constant creation of disturbed patches and gradual return to
a climax community creates a “shifting mosaic” of different habitats at different
stages of succession (Wu and Loucks, 1995). The proportion of the landscape that
is in the climax community should equal some steady-state value determined by
the rate and spatial scale of the disturbance events and the rate of return to the cli-
max community through succession. This allows fugitive species to depend entirely
on the presence of minor habitats with relatively quick turnover rates. Some matrix
communities are dependent on widespread repeated disturbance; in this case the
matrix community is not the same as the climax community. Such species have
evolved mechanisms to persist or regerminate following disturbance. Mangrove
forests are dependent on hurricanes to remove colonizing species that without dis-
turbance have the potential to outcompete mangroves. Many grasslands are main-
tained by fires, as they are responsible for removing tree seedlings that can lead to
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the establishment of deciduous forests. Unfortunately, catastrophic events such as
fires in areas with high debris loads and in areas unaccustomed to fire, such as the
tropical rain forest, result in a great deal of damage because species have not
evolved mechanisms to tolerate such disturbances. These events have become more
common due to human intervention, as have chronic disturbances such as acid
deposition and excessive nutrient loading to which no communities are accustomed.

There are many habitats that are qualitatively different from the matrix habitat
and are created through some process other than disturbance. Often an entirely
different suite of organisms is adapted to exploit these habitats. Examples include
the riparian zone near a river and the river itself. In soil, the rhizosphere, fecal mat-
ter, and decomposing plant tissue are important examples of this type of habitat
(Blackwood and Paul, 2003). The latter two examples represent habitats defined
by a limited pool of resources. Microbial succession in these habitats is driven by
a constant change in environmental conditions as resources are used up and the
environment is restructured. Some of these habitats, including all the soil habitats in
the previous example, are created by events that, like disturbances, have a particular
rate of occurrence and spatial scale, followed by community succession. Therefore,
they also fit into our model of the landscape as a shifting mosaic of habitats.

The shifting mosaic picture of the landscape is based on a dynamic equilibrium
model. However, the particular characteristics of a patch edge, the surrounding
habitat patches, and ease of dispersal across other elements of the landscape may
all be important determinants of metapopulation and local patch population
dynamics. Climate change, human activity, and other novel events can result in
nonequilibrium dynamics. Under these conditions, populations are kept from
reaching carrying capacity or the stable equilibrium predicted by logistic models.

HISTORICAL AND GEOGRAPHIC CONTINGENCY

Communities that occupy similar habitats in different regions of the globe nor-
mally include different species. Evolution of a new type of organism occurs at a
particular location, and the new species must spread out from this location over
time. Physical barriers typically prevent the species from colonizing all habitats
that could potentially satisfy the species’ niche requirements. The diversity of bar-
riers is as rich as that of organisms. The global distribution of a species is both
a historical contingency, or dependent on the particular series of events that
occurred in the past, and a geographic contingency, or dependent on the particular
spatial arrangement of elements of a landscape.

Human activity has greatly increased the transport of materials around the
globe. Earthworms from Europe were introduced to the Atlantic coast of North
America and have been steadily colonizing new soils each year. The root pathogen
Phytophthora infestans was introduced from Mexico to the United States and then
was transferred to Europe (causing the Irish potato famine) and from there to the
rest of the world (Goodwin et al., 1994). Transport of soil is now the subject of
international law and regulations. The difference in effects of the introduced species
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in these two examples is interesting, given the questions raised above. P. infestans
in agroecosystems has a substantial impact because it is involved in aggressive
exploitation of the dominant plant (an important ecosystem engineer) and clearly
causes system reorganization. On the other hand, earthworms play the role of a
detritivore involved in comminution of plant tissue. This can be considered a weakly
interacting mutualism with plants. Interest in elucidating the ecosystem impacts
of introduced soil organisms is increasing as the deleterious effects of the intro-
duction of aboveground species are documented. Interest has also been generated
in the relative success rates and characteristics of successful invasive micro-
organisms as interest in the use of genetically modified organisms has progressed.

HIERARCHICAL COMMUNITY ASSEMBLY RULES

Community assembly involves a large number of processes and constraints.
One area of active research is the development of “community assembly rules,” or
generalized patterns arising from the operation of ecological mechanisms acting
simultaneously in the environment. Belyea and Lancaster (1999) present a model
of the hierarchical application of assembly rules (and, in their terminology, con-
straints) to understand how the assemblage of species present at a given site (the
“actual species pool”) is selected from all species present in a region (the “total
species pool”) (Fig. 8.1).

Speciation (evolution) &
Biogeography (large scale, continental)

Environmental
constraints

7.

Dispersal
constraints

HSP

GSP

TSP

FIGURE 8.1 Hierarchical application of assembly rules and constraints resulting in the assem-
blage of species present in a habitat (with permission from Belyea and Lancaster, 1999). TSP, total
species pool; GSP, geographical species pool; HSP, habitat species pool; ESP, ecological species pool;
ASP, actual species pool of a community. See text for description of species pools.
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Only a subset of species from the total species pool will be able to disperse to
the site in question; this is the “geographical species pool.” Composition of the
total and geographical species pools is determined by evolutionary history and the
particular location relative to distributions of the species; in other words, geo-
graphic and historical contingencies. The “habitat species pool” is a subset of the
total species pool that could survive at the site based on its environmental charac-
teristics and the species’ physiological limits. The overlap between the habitat and
the geographical species pools is a set of species called the “ecological species
pool.” Given enough time, we might expect most species in the ecological species
pool to be able to complete their life cycles at a site if they are adapted to the
dynamic equilibrium system in place. However, at any given time, the ecological
species pool is constrained to the actual species pool by “internal dynamics,”
which are species interactions such as competition and exploitation.

The hierarchical application of community assembly rules is nicely illustrated
by the theory of island biogeography. MacArthur and Wilson’s (1967) original
theory tried to explain island species richness. Species richness is assumed to be
governed by equilibrium between colonization rate of new species and extinction
rate of resident species. The habitat species pool can be thought of as the number
of appropriate species present on a nearby mainland. The theory is based on the
following four assumptions: (1) The immigration rate of nonresident species
declines with increasing species richness of the island (the overall immigration
rate of species is constant, but the proportion of immigrants that are not already
represented on the island changes with species richness of the island). (2) The
extinction rate of species on an island increases with increasing species richness
(due to increased competition). (3) At a given species richness, the extinction rate
of species is lower on larger islands; in other words, a larger island can support
greater species richness (due to greater habitat diversity on larger islands and
larger populations less prone to stochastic extinction). This is a commonly observed
empirical relationship called the “species—area relationship.” (4) Immigration rate
of new species to an island declines as the island is more distant from the mainland.
The first three assumptions are community assembly rules constraining the actual
species pool, while the fourth is a rule constraining the geographical species pool.
Equilibrium species richness for any island could be predicted by finding the point
of intersection between the colonization and the extinction curves given for that
island’s distance from the mainland and its size (Fig. 8.2).

These rules, and predictions from the theory, have been found valid for many
taxa on islands (including some “islands” of terrestrial habitat patches distributed
in a substantially different habitat matrix), but not in all cases. Some islands may
have not yet achieved equilibrium because of lack of enough time for coloniza-
tion. Lomolino (1999) presents an alternative theory based on individual species
area requirements and dispersal abilities to solve some of these anomalies and
predict community composition as well as species richness.

While movement of species to and from islands is an important consideration
for determining species composition and density, other considerations such as
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The equilibrium model of island biogeography explained variation in
number of species on islands by the influences of isolation and area
on rates of immigration and extinction.

The model predicted higher The model predicted
rates of immigration to islands high rates of extinction
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FIGURE 8.2 Island distance and area and rates of immigration and extinction based on the equi-
librium model of island biogeography developed by MacArthur and Wilson. Reproduced from Molles
(2002) with permission of The McGraw—Hill Companies.

disturbances are also important. Wardle et al. (1997) examined 50 islands of varying
area in the northern Swedish boreal forest zone. On these islands, area significantly
impacted the frequency of fire as larger islands were more often hit by lightning
strikes than smaller islands. The result was a difference in plant species composi-
tion as a consequence of fire return rate. Smaller islands were more diverse floris-
tically and had more late successional species with poor litter quality compared to
larger islands. The differences in fire return rates and aboveground species composi-
tion among islands translated into differences in belowground community dynam-
ics on islands of different sizes. Smaller islands had greater humus accumulation,
lower microbial activity, and reduced decomposition and N mineralization rates
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compared to larger islands. The results suggest that while specific relationships
(area, distance from source) govern the number of species in an area, attributes of
specific plant species have a great impact on the overall ecosystem function.
These results should be considered by conservation ecologists and other resource
managers as park systems and reserves operate as islands in a sea of other land use
types, and the impact of aboveground management schemes on belowground
communities must be considered for maximizing success of the desired outcome.

ECOSYSTEM DYNAMICS

Ecosystems are systems defined by organisms and the environment within
which these organisms interact. They are spatially defined by the interactions of the
organisms and their relationship to physical space as an integrated system. The scope
of a single ecosystem may extend into the atmosphere or deep into the earth’s
crust. Ecosystem dynamics are dependent on defined temporal scales. Ecosystems
are impacted by long-term and short-term events. Trees are still migrating follow-
ing the last glacial retreat, altering the components of ecosystems. Humans, which
have been on the planet for a very short time, have altered ecosystem dynamics
through cultivation and burning and, more recently, globally by increasing soil
chemical loads and introducing pesticides and other man-made chemicals. They
have also altered the global C cycle by releasing stored C from storage pools. The
consequence is an altered planetary climate that will impact most species though
altered temperature and moisture regimes.

The specific components of an ecosystem and the controls over those charac-
teristics are largely determined by the “state factors” described originally by
Dokuchaev (Jenny, 1961). The state factors include climate, time, parent material,
potential biota, and topography. These factors set bounds on the types and rates of
processing and the raw materials available for processing within the ecosystem.
Climate determines rates of processing by controlling moisture availability and
temperature. Time is an important factor for evaluating the degree of weathering
of soils or vegetative development since a disturbance. Parent material determines
the types of micro- and macroorganisms that can exist and the nutrient and water
holding capacity of the medium in which plants must grow. Potential biota includes
all organisms that can exist or have existed in an area. For example, deep rooting
grasses will differ from other types of plants in their impact on soil development
by contributing materials at depth that will be converted into organic matter and
turnover slowly. Rooting depth, C:N ratio of materials added to soils, density and
diversity of plants, animals, microbes, etc., will all contribute differentially to the
soil produced. Finally, topography determines access to water, movement of mate-
rials, soil depth, and degree of weathering and can alter plant community structure
based on placement along a topographic gradient. Anthropogenic influences have
been added to this list of state factors as human impacts on soils can alter the his-
torical development of soils, resulting in soils with novel characteristics.
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Discussions of ecosystems within an ecological context focus on energy flows,
elemental cycles, and emergent properties. Soil organisms and processes are inte-
gral to the development and functioning of all terrestrial ecosystems and, as such,
an understanding of soil biology and biochemistry is essential for characterizing
ecosystem dynamics. Soil dynamics drive elemental cycles, have controlling roles
in ecosystem functions, and are largely determinants of emergent properties (prop-
erties not obvious from study of processes at finer levels of organization) such as
decomposition rates, nutrient flows, and productivity.

ENERGY FLOW

The flow of energy in ecosystems is from energy source to autotroph to het-
erotroph. For most systems, the energy source is the sun and the autotrophs are
green plants. The use of energy sources such as inorganic C, N, and S occurs
under limited, but not unrealistic, circumstances and is currently of great interest
because of the roles of these processes in the production of greenhouse gases such
as nitrous oxides and methane. The use of molecules that do not contain C as a
source of energy is largely carried out by bacteria and is of great importance for
discussing nutrient cycles, but is of lesser importance when discussing energy
flow pathways because the contribution to biomass production is a fraction of that
produced from solar energy. The solar energy that is captured within an ecosystem
is based on the amount of photosynthesis that occurs there. The most commonly
used term to begin describing this flow is net primary productivity (NPP), which
is the total energy uptake by plants in an ecosystem that is available for use by
other trophic levels. NPP is calculated as

NPP = GPP — R,,

where gross primary productivity (GPP) is all of the energy assimilated through
photosynthesis, and respiration (R,,) is the sum of energy loss through oxidation of
organic compounds. The amount of NPP in an ecosystem can be predicted most
easily at the largest scale by state factors, but even more simply, patterns of NPP
can be described by climate or moisture and temperature alone (Fig. 8.3).
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